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Domain wall magnetic tunnel junction-based
artificial synapses and neurons for all-spin
neuromorphic hardware

Long Liu 1,2, Di Wang 1,2, Dandan Wang 3 , Yan Sun 4, Huai Lin 1,2,
Xiliang Gong4, Yifan Zhang1,2, Ruifeng Tang 1,2, Zhihong Mai3, Zhipeng Hou 5,
Yumeng Yang 6, Peng Li 7, Lan Wang 8, Qing Luo 1,2, Ling Li 1,2,
Guozhong Xing 1,2 & Ming Liu 1,9

We report a breakthrough in the hardware implementation of energy-efficient
all-spin synapse andneurondevices for highly scalable integrated neuromorphic
circuits. Ourwork demonstrates the successful execution of all-spin synapse and
activation function generator using domain wall-magnetic tunnel junctions. By
harnessing the synergistic effects of spin-orbit torque and interfacial
Dzyaloshinskii-Moriya interaction in selectively etched spin-orbit coupling lay-
ers, we achieve a programmable multi-state synaptic device with high reliability.
Our first-principles calculations confirm that the reduced atomic distance
between5d and3d atomsenhancesDzyaloshinskii-Moriya interaction, leading to
stable domain wall pinning. Our experimental results, supported by visualizing
energy landscapes and theoretical simulations, validate the proposed mechan-
ism. Furthermore, we demonstrate a spin-neuron with a sigmoidal activation
function, enabling high operation frequency up to 20MHz and low energy
consumption of 508 fJ/operation. A neuron circuit design with a compact sig-
moidal cell area and low power consumption is also presented, along with cor-
roborated experimental implementation. Our findings highlight the great
potential of domain wall-magnetic tunnel junctions in the development of all-
spin neuromorphic computing hardware, offering exciting possibilities for
energy-efficient and scalable neural network architectures.

As a new paradigm for parallel processing, neuromorphic computing
(NC) has attracted intensive attention worldwide due to the great
potential in artificial intelligence (AI) and big data analysis applications
with overwhelming performance than the conventional von Neumann

architecture1–5. Deep neural networks (DNNs), mimicking the biologi-
cal structureandworkingprinciples of humanbrains, havebeenwidely
applied in various areas such as image6,7, speech8 and video
recognition9, and data classification10, demonstrating superior
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advantages among the applications requiring unprecedently increased
speed and capacity for training huge data sets. In general, DNNs con-
sist of multiple layers connected through synapses with updated
weights. The summation of products of inputs and corresponding
synaptic weights is calculated first and then applied with an activation
function to get theoutput of such specific layerwhichcould further act
as the input to the next layer. Synapses with linear weight modulation
and neurons with non-linear activation functions are basic elements of
most importance constructing a neural network11. Explicitly, compact
hardware implementationof efficient and reliable bio-inspired synapse
and neuron devices is one of the major challenges limiting the devel-
opment of the NC chip2,12.

Notably, hardware implementation of neuromorphic devices
based on emerging nonvolatile memories (NVMs) offers significant
performance advantages when combined with traditional com-
plementary metal-oxide semiconductor (CMOS) technology. The
integration of NVMs and CMOS electronics provides benefits such as
nonvolatility, scalability, directmapping of synaptic weights, as well as
facilitating functions such as data thresholding, conversion, and
trimming required for each layer of a neuromorphic DNN7,13–18. There
are typical reports on the realization of operations in DNNs using dif-
ferent types of NVMs, such as resistive random-access memory
(RRAM)19,20, phase change memory (PCM)21, ferroelectric RAM
(FeRAM)22, flash memory23, and magnetic RAM (MRAM)24. While these
NVMs show promise for neural network applications, they also come
with inherent challenges related tononlinearity, energy efficiency, area
overhead, and reliability3. These challenges make it difficult to custo-
mize the NVMs, resulting in a loss of learning accuracy and hindrances
in implementing specific either synaptic or non-linear activation
functions. These issues pose significant confrontations for the prac-
tical implementation of NVMs in neural network applications25.
Nevertheless, each type of NVM possesses its own advantages and
disadvantages, with some being slower, having limited endurance,
larger area footprints, or only supporting 1-bit operations. There is
pressing need to explore the uniqueness among different memory
features and synergistic integration with CMOS in order to achieve
optimal performance in neuromorphic DNN computing. Importantly,
spintronic devices with rich, reproducible and controllable magneti-
zation dynamics, which can emulate functions of synaptic and various
types of neurons25–36, have been receiving increasing attention world-
wide in recent years. Among the spintronic devices, the domain wall
(DW) magnetic tunnel junction (MTJ) leveraging DW dynamics, which
can be precisely manipulated by all electrical methods37–41 as an
information token, is an ideal candidate for application to both linear
weight updating and nonlinear activation functions in neural networks
because of its intrinsic linear relationship between junction magneto-
resistance and programing stimulus. Particularly, in recent demon-
strations of CoFeB/MgO based MTJs, the tunnel magnetoresistance
(TMR) ratio has significantly improved (>200% at room temperature)
while keeping read and write voltage at relatively low values (~0.5 V),
manifesting the promise of this technology42,43.

In the present work, a distinct type of DW perpendicular MTJs
(pMTJs) based multi-state synaptic device is experimentally demon-
strated, in which a series of DW pinning centers (PCs) is introduced by
selective etching of the spin-orbit coupling (SOC) layer to tailor the
interfacial Dzyaloshinskii–Moriya interaction (iDMI) strength in the PC
regions. The uniformly spaced PCs result in controllable and stable
multi-states that can be linearly manipulated by a magnetic field or
pulsed electrical current. Next, a novel sigmoid activation function
generator is explored based on the same design scheme and fabrica-
tion process flow as the developed synaptic device. PCs in the activa-
tion function generator are non-linearly distributed which results in a
sigmoidal-like resistance state switch driven by the synergetic effect of
spin-orbit torque (SOT) and tunable iDMI as elaborated by extensive
first-principles ab initio investigations. The systematic experimental

and theoretical calculation results with micro-magnetic and circuit-
level co-simulations complementarily verified the feasibility of the
proposed sigmoidal activation function generator. It is essential to
emphasize that the present research primarily focuses on advancing
spintronic components, specifically spintronic synapses and neurons,
within a larger framework that integrates CMOS electronics. Our DW-
pMTJs based all-spin synaptic and sigmoidal neuron prototype shows
great potential in energy-efficient neuromorphic hardware develop-
ment with high performance in a standard CMOS-process-technology-
compatible way.

Results
Controllable iDMI modulation in heavy-metal/ferromagnet
(HM/FM) heterostructure
Figure 1a illustrates the hysteresis loop of W(t)/Co20Fe60B20(0.9)/
MgO(2)/W(3)/Ru(2) (unit: nm) film-stack samples measured by the
vibrating sample magnetometry (VSM), suggesting strong perpendi-
cular magnetic anisotropy (PMA) from the grown samples with all
different W thickness (tw) ranging from 3 to 5.2 nm. The saturation
magnetization (Ms) and PMA constant (Ku) were derived from the
magnetic hysteresis loops data as shown in Fig. 1b, exhibiting a non-
linearly upward trend with tw. The film stacks were subsequently pat-
terned into Hall bar structures with dimension of 15μm× 50μmas the
current channel by dedicated photolithography and ion milling tech-
niques to determine the iDMI strength using current-induced hyster-
esis loop shiftmethod44. An in-plane (IP)Hx along the current direction
with a fixed value of −1584 Oe was applied firstly as depicted in Fig. 1c,
and then swept the out-of-plane (OOP) magnetic field Hz back and
forth between −300 and 300Oe, while measuring Rxy based on
anomalous Hall effect (AHE) using an elevated I of ±8 and ±4mA (Je:
6.6×107 ~ 1.3 × 108A/cm2). A clear loop shift of Hz

ef f = ðHc1 +Hc2Þ=2 was
obtained and illustrated in Fig. 1c, where Hc1 and Hc2 are the coercivity
fields derived from the hysteresis loops. Figure 1d shows a linear
relation between Hz

eff and I, and the slope refers to the SOT efficiency
(χ). Consequently, the systematic χ dependence onHx of samples with
different tw is demonstrated in Fig. 1e by sweeping Hx and repeating
the same procedure with the critical saturating Hx equal to HDMI in
quantity44. Figure 1f demonstrates iDMI constant D (D =μ0HDMIMSΔ)
dependence on tW, where Ms is the saturation magnetization of the
CoFeB layer (in emu/cc) and Δ the DW width obtained from
Δ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Aex=Kef f

q
, Aex is the exchange stiffness (in pJ/m), Keff is the

effective anisotropy energy (in kJ/m3). The value of D exhibits a
monotonous decrease as tw increases within the range of 3.6–5.2 nm.
This observation is consistent with findings reported in previous
studies45–50 involving similarW/CFB heterojunction system as shown in
the inset of Fig. 1f indicated by the dashed line.

The iDMI dependence on W thickness in W/CFB structure is also
verified by our extensive first-principles calculations as demonstrated
in Fig. 2. Based on the fundamental calculation cases51–53 to unveil
mechanism of iDMI in HM/CoFeB interface from experiments, Co-
terminated configuration in W/CoFe was adopted in our calculations.
The left panel of Fig. 2a shows the orientation determination of the
iDMI vector from the local geometry in FM/HM heterojunction inter-
face. The specific W/CoFe structure is modeled and depicted in the
right panel of Fig. 2a, where a dedicated interface was formed between
a layer of CoFe and the surface of body centered cubic (bcc) W (001)
with a thickness ranging from 3 to 7 monolayer (ML). The atomic total
iDMI strength dtot was derived by a chirality-dependent total energy
difference approach as,

dtot = ðECW � EACW Þ=m ð1Þ

where ECW and EACW corresponds to the energy of clockwise and
anticlockwise spin configurations, respectively, as shown in Figure S1.
And, m depends on the wavelength of the cycloid54 which is 8 in our
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Fig. 1 | iDMI dependence on thickness of heavy metal layer. a OOP magnetic
hysteresis loops ofW(t)/CFB(0.9)/MgO(2)/W(3)/Ru(2) film stackmeasured by VSM.
The arrows indicate field sweeping direction. b Ku, Ms dependence on tW derived
fromVSMdata in a. cAHE loopswith readDC I = ± 8mAand an in-plane biasfield of
Hx = −1584 Oe. Inset shows the measurement schematic. d Hz

eff as function of I

under differentHx. e SOT efficiency χ versusHx, and f iDMI constant obtained from
samples with different tW, the corresponding error bars associated were defined
experimentally. Inset shows experimentally measured D inW/CFB heterojunctions
adapted from literature reports. The dash line is for guidance of eyes.

Fig. 2 | First principles calculations of iDMI in W/CoFe heterojunction.
a Schematic diagram of three sites mechanism of iDMI (left panel) and crystal
structure of W/CoFe bilayer (right panel). b Plane-averaged electron difference

density Δρ(r) (per unit cell) showing the charge transfer in CoFe/W structure with
different tw. cGain (peak1) and loss (peak2) of electron peaks extracted from bwith
difference W thickness. d Theoretically calculated D dependence on W thickness.
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structure as derived in Supporting Information. The atomic total iDMI
strength of the bilayer can be expressed by the micromagnetic energy
per volume unit of the magnetic film54,

E =D mz
dmx

dx
�mx

dmz

dz

� �
ð2Þ

where the constant D can be derived by dtot,

D=
3

ffiffiffi
2

p
dtot

2NFa2
ð3Þ

In which NF is the number of magnetic layer and a is the distance
between the nearest neighboring FM atoms (Fe or Co).

iDMI strength in FM/HM structure is closely related to interfacial
asymmetry which can bemodified by surface dipole moment resulted
from the charge transfer betweenHMandFMoverlayer55. Therefore, in
our work the plane-averaged charge density difference ΔρðrÞ was
employed to visualize the charge transfer upon the formation of W/
CoFe interface,

ΔρðrÞ=ρtotðrÞ � ρCoFeBðrÞ � ρW ðrÞ ð4Þ

where ρtotðrÞ, ρCoFeBðrÞ, ρW ðrÞ denote the charge density distributions
of the whole system, CoFe and W overlayer, respectively. The results
for W/CoFe structure with difference W thickness is shown in Fig. 2b.
ΔρðrÞ is in the vicinity of the W/CoFe interface, a localized charge
distribution in the formof a simple dipole is observed, where electrons
are mainly gained (lost) at the CoFe (W) side. The analysis reveals
characteristic electron gain (peak 1) and loss (peak 2) peaks near the
interface, which are integrated and plotted against the thickness of W
in Fig. 2c. The magnitudes of these gain and loss electron peaks gen-
erally increase with increasing W thickness, indicating a stronger
charge transfer and implying a reduction in the strength of the iDMI.
This trend can be attributed to the increasing surface dipole moment,
which enhances interface symmetry. As the charge transfer increases,
the resulting larger dipole moment leads to a reduction in iDMI
strength. Importantly, the larger charge transfer-induced dipole alters
the spin-orbit coupling and affects the iDMImagnitude. These findings
provide valuable insights into the underlying mechanisms governing
the iDMI behavior in the system under investigation55,56.

The theoretical analysis reveals a nonmonotonic variation of theD
as the thickness of W increases, as depicted in Fig. 2d. Specifically, the
results demonstrate an initial enhancement inDwhen theW thickness
increases from 3 monolayers (ML) to 4ML, followed by a subsequent
reduction as the W thickness further increases to 7ML. This observed
correlation is consistent with the behaviors depicted in Fig. 2c and is in
qualitative agreement with the experimental findings obtained from
ourW/CFB/MgO film stacks, as summarized in Fig. 1f. The alignment of
iDMI with the thickness of W is supported by experimental data, first
principles calculations, and existing literature. This substantiates the
viability of regulating iDMI through the control ofW thickness, thereby
providing a straightforward yet efficient approach to manipulate DW
dynamics57,58 in all-spin NC hardware for information processing.

Spin-synapses implementation based on DW-MTJs with tailor-
ing iDMI
Figure 3a shows the specific films structure consisting of substrate/
Ta(5)/Pt(1)/[Co(0.3)/Pt(0.3)]5/Co(0.46)/Ru(0.4)/Co(0.6)/W(0.3)/
CoFeB(0.8)/MgO(1.1)/CoFeB(1.3)/W(5)/Ru(1.5) in sequence deposited
by a magnetron sputtering tool. Numbers inside parentheses refer to
the thickness of each layer in nanometers. The film stack adopts a
bottom-pinned structure, where the top 5 nm-thick W layer serves as
the SOC layer to generate SOT modulating magnetization of the free

layer. The high-angle annular dark-field (HAADF) and high-resolution
transmission electron microscopy (HRTEM) images in Fig. 3b indicate
that a high-quality smooth and continuous films stack is obtained. The
sharpmagnetic hysteresis loopswithin a field range of ±7500Oe along
OOP in Fig. 3c suggest the strong PMA and good quality of free layer
(FL), reference layer (RF) and the synthetic antiferromagnet (SAF). The
film was then patterned into MTJ pillars with radius of 50 nm by elec-
tron beam lithography (EBL) and ion beam etching (IBE) for extensive
transportmeasurements. As validated by repeatable testing cycles, the
measured R-H loops of patterned MTJ in Fig. 3d corroborate a high
TMRratio up to 145%which is consistentwith the values of blanket film
measured by the current-in-plane tunneling method. An extensive test
was conducted on 100 EBL and UV-lithography patterned MTJs to
evaluate their TMR mappings performance. All above extensive char-
acterization results demonstrate the high quality of the grown film
stack as well as low edge damage during etching and following process
steps (for more information, please refer to Supporting Information
Note S1 and Figure S2). The scalability of nano-sized MTJs has been
successfully achieved. However, a comparative analysis shows that
MTJs with dimensions of 50 μm × 2 μm exhibit superior uniformity at
the array level compared with EBL devices as demonstrated in Sup-
plementary Fig. S3. Furthermore, aiming at intuitive multi-states
modulation in DW-MTJs with magnetooptical signals visualization,
we have selected the micro-sized DW-MTJs as the primary subject of
our subsequent investigations.

The prototype SOT-DW-pMTJ-based synaptic device is demon-
strated in Fig. 4a with a three-terminal cell structure and schematic
diagram of measurement configuration. The write current is applied
between two top electrodes (TEs) and generates SOT to drive DW
nucleation and motion, while the resistance state is read out by a read
current flowing between the TE and bottom electrode (BE), following
the equation form25:

RMTJ =RP
x0

L

� �
+RAP 1� x0

L

� �
ð5Þ

where, x0 is thefinalposition ofDW in the stripeMTJ of length L, andRP

(RAP) is the resistance of the stripeMTJ when themagnetizations of the
free and reference layers are aligned in parallel (antiparallel).

Two ends with size of 50μm×50μm in diamond shape at stripe
MTJ device serve as the DW nucleation pads59, and the channel with
50μm length and 2μm width in between works for the DW motion
track. The core design of our proposed device lies in the uniquely
defined W regions which are partially etched using standard photo-
lithography and dedicated IBE methods, shown as the two slots with
2 μm length and 2 μm width on the heavy metal (HM) in the upper
panel of Fig. 4a. According to the relationship of iDMI and tW unveiled
in Fig. 1f, the dedicatedly etched regions hold a larger iDMI with
thinner W thickness due to the ion milling introduced local compres-
sion stress at the W/CoFeB interface60,61, which reduces distance
between 5d and 3d atoms at the interface leading to an enhanced 3d
−5d orbital hybridization62–64. It is noteworthy that the DW energy
density (σDW) is closely related to iDMI strength65,

σDW =4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AexKef f

q
+2KDΔ� πjDj ð6Þ

The last three terms on the right-hand side of the equation are
Bloch wall energy density, DW anisotropy energy density, and iDMI
contribution, respectively. Aex is the exchange stiffness, andKeff =Ku �
μ0M

2
s =2 is the magnetic anisotropy. KD =Nxμ0MS

2=2 and Δ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Aex=Kef f

p
areDWshape anisotropy andDWwidth, respectively. FromEq. 6, it can
be concluded that the larger iDMI in the etched site with thinner W
corresponds to lower DW energy when DW stays at that region,
equivalent to an energy potential well with a depth ofπjΔDj58, where
ΔD is the difference between the two regions (see below). Therefore,
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the partially etched W regions with tailored iDMI can serve as reliable
DW PCs, enabling accurate and effective DW motion manipulation.

Clearly, for the single device and devices array with two engi-
neered PCs formation as shown in Fig. 4a, four discrete resistance
states (I ~ IV) of DW-pMTJ were achieved and switched by SOT-driven
DW motion with an assistive Hz magnetic field. To extensively char-
acterize the devices stack structure and quality, we conducted high-
resolution/scanning transmission electron microscopy (HRTEM/
STEM) and energy dispersive spectrometer (EDS) measurements and
studies. Importantly, the etched profile upon dedicated IBE process
between PC edge transition and bottom regions are contrastively
formed as illustrated in upper panel TEM images of Fig. 4b; the cor-
responding HRTEM image in PC bottom region with inverse fast
Fourier transforms (FFT) patterns corroborate the alpha phase of W
formation in the interfaces. The complementary bright-field STEM and
EDS analysis revealed a flat interface with atomic-level high quality of
expectedfilms stack structure in Figures S4, S5, andNote S2. Figures 4c
and 4d refer to R-H loops of the MTJ device before and after PCs etch
process, respectively. The measured low TMR~ 14% (much small than
that of pristine DW-pMTJ device ~145%) is attributed to the larger
device size and the two-probe magneto-resistance measurement,
which can be improved by device scaling and measurement optimi-
zation in the future66. Transport measurements were carried out upon
the application of a large saturating magnetic field (3 kOe) along the -z
direction. In Fig. 4c, the transport measurement data match well with
the Kerr signals, and the sharp flips of R-H loop were observed at −756
Oe (726Oe) and 235Oe (−235 Oe) for Hz sweeping from −1.5 kOe
(1.5 kOe) to 1.5 kOe (−1.5 kOe) which refer to reference and free layer
flips, respectively, as indicated by specific-colored arrows. The sharp

flips suggest that there is no evident DW pinning effect in the pristine
DW-pMTJ. In contrast, the step-like spin flip behaviors of the free layer
were observed clearly in the DW-pMTJ after the PCs etch process, as
marked by a green dashed box in Fig. 4d. Figure 4e shows the mag-
nified R-H loopmarked by green dashed box in Fig. 4d, and the dashed
arrows indicate the Hz scan direction. Four evident steps in Fig. 4e
corresponding to four stable resistance states corroborate that the
effective DW PCs were successfully formed by using the developed
selectively partial-W-etch process. A critical magnetization switching
field ~6.5 Oe of the free layer in DW-pMTJwith PCs reflected in Fig. 4e is
much smaller than that of unetched case in Fig. 4c. This is attributed to
defects introduced by ion milling which reduced the DW nucleation
energy barrier67. Notably, the controllable multi-states modulation
driven by the magnetic field was also accomplished as exemplified in
Fig. 4f and animated in SupplementaryMovie S1. Briefly,wefirst set the
MTJ to state “I” as the initial state after applying a positive saturating
magnetic field (3 kOe) followed by a small negative field (−200 Oe).
Next, the field was swept from −200 Oe to 300Oe and the resistance
switched from State “I” to State “II”. Finally, the field was swept back to
−200 Oe, and the resistance switched back to the initial state “I” sub-
sequently. Then we repeated the above operations, but the field was
swept to 350Oe and then swept back, so we obtained the loop of the
State “I-III-I” switching trajectory as marked in green in Fig. 4f. The
operation of “I-IV-I” switchingwas in the samemanner and ismarked in
blue in Fig. 4f. The state-by-state switching operation demonstrated in
Fig. 4f indicates that themulti-states achievedby the selectively partial-
W-etch process are highly stable, controllable, and repeatable, which is
also verified by our extensive DW pinning stability studies with a
10-month time frame since fabrication (Supporting Information

Fig. 3 | p-MTJ film stacks characterization, devices fabrication and testing. a Schematic of PMA film stack, and b corresponding HRTEM bright-field (BF) and HAADF
images. c OOP and IP M-H loops measured by VSM. Inset shows magnified loops at low fields. d Magnetoresistance versus Hz of p-MTJ device.
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Figure S6). The linearmulti-states of the proposedDW-pMTJ are direct
mapping and motivate further studies for reliable emulation of the
linear operation of a biological synapse.

Spin-neuron realization in the form of sigmoidal activation
function generators
As demonstrated in Fig. 5a and Supporting Information Figure S7,
the proposed and experimentally executed sigmoidal activation
function generator shares the same structure and fabrication pro-
cess flow as that of the synaptic device. The core difference between
these two types of devices is the dedicatedly configured gaps dis-
tribution of PCs. For synaptic devices, PCs are uniformly distributed
to achieve linear multi-states for linear weights manipulation. In
contrast, for the sigmoidal activation function generator, the PCs

are non-linear distributed based on piecewise approximation. Since
the change of resistance for neighboring states is proportional to
the space length of corresponding PCs, the designed sigmoidal
activation function generator resistance variation can be a sigmoidal
function of the states switching driven by the SOT current or
Hz pulse.

Driven by a dedicatedly programmed pulse Hz field applied by
electromagnet utilizing a current ranging from tens to a few hun-
dreds of milliamperes, the remaining energy after DW overcomes
the energy barrier is varied for different state switching, leading to a
diverse traveling distance of the DW after turning off the Hz pulse. It
was experimentally corroborated by the different magneto-
resistance states with corresponding DW position Kerr signatures
as depicted in Fig. 5a, b under the measuring protocol of sigmoid

Fig. 4 | Spin-synapse devices based-on DW-pMTJs. a Schematic diagram of
measurement configuration of four-state synaptic device, representative MOKE
image of State III enclosure with magnified PCs. b TEM images of etched profiles at
PC edge transition and bottom regions and the corresponding HRTEM image in PC
bottom with inverse FFT patterns. c K-H (purple-green) and R-H (blue-red) loops as
a function ofHz swept (forth-back) frompristine device before PCs formation. Blue
curve denotes Kerr signal measured by p-MOKE. Colorful arrows represent

respectivemagnetization orientation of PL, RF, FL atdifferent states.dR-H loopas a
function of Hz of the synaptic device with PCs. Dashed arrows illustrate sweep
direction of Hz. eMagnified R-H loop asmarked by green dash-box in d. f State-by-
state switching of developed four-state synaptic device. Red, green and blue curves
signify state1 (I) to state2 (II), state1 (I) to state3 (III), state1 (I) to state4 (IV)
switching, respectively.
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spin-neurons based on DW-pMTJ. The measurement setup and test
sequence are illustrated Fig. 5a. Briefly, a four-probe method with a
current path between left BE and one port of the partially covering
central TE and a voltage path between right BE and another port of
the central TE was adopted for transport measurements. A negative
Hz pulse of −168 Oe was applied to saturate FL magnetization in
down direction, followed by a positive Hz pulse sequence with lin-
early increasing amplitude to nucleate and drive the up domain. The
junction resistance was read out timely right after every single Hz

pulse application by a 300 μA read DC. The measured evolution of
junction resistance over state switching is shown in Fig. 5b with
correspondingMOKE image, which suggests that the DW is driven in
an order of PC-by-PC, leading to state-by-state magnetization
switching under the positive Hz sequence. Note that only the
switching from state 3 to state 4 results in abrupt resistance change,
corresponding to the magnetization signal of the segment of FL
under the central TE. Thus, it is concluded that the employed mea-
surement setup just precisely detected the magnetization signal of
the central TE covering regime, leading to a partial TMR signal ~17%
as illustrated the inset of Fig. 5b.

Different from the partially covering central TE device in Fig. 5a,
b, the R-H loop of device with central TE covering whole channel
demonstrates six distinct states and TMR up to 130% as shown in
Fig. 5c, which is much higher than TMR result of the synaptic device
with two-probe measurement method and close to that of pillar MTJ
with radius of 50 nm. Under the similar test sequence to Fig. 5b, one
can get the relation of junction resistance versus Hz amplitude as
demonstrated in Fig. 5d. The solid black sphere symbols in Fig. 5d

illustrate the dynamic evolution of DW position which is propor-
tional to junction resistance. The results are well fitted with a shifted
sigmoid function as illustrated by the red line. The fitting results
demonstrate that the profile of DWpositionwith correspondingMTJ
magneto-resistance analogs a sigmoidal function of pulsed B-field
amplitude. It can also be a function of B-field pulses number or
duration analytically. After DW moves into the required PC, a rest
pulsed-field with the opposite direction turns on to force the DW
back to its initial position for resistance state initialization. Note that
the switching order might require to be re-organized according to
the designed sequence to realize the sigmoid function. However, it is
noted that such adjustments can be made without compromising
the feasibility of the proposed mechanism. Importantly, the MOKE
signal becomes elusive as the central TE covering the whole channel,
which can be further optimized by introducing Indium Tin Oxide
(ITO) TE as shown in the insets of Fig. 5d.To summarize, the com-
plementary experimental results of resistance as a function of Hz of
the sigmoidal device with central TE covering partial (Fig. 5b) and
whole channel (Figs. 5c, d) elaborates the correlation of the state
with implemented sigmoidal activation function generator func-
tionality. This is also supported by Figure S7 and Supplementary
Movies S1–S6, which demonstrate extensive micromagnetic simu-
lations and MOKE imaging. These investigations explore synaptic
and sigmoid neuron signals under various pulsed magnetic field
strengths and Je with different amplitudes and numbers. Impor-
tantly, such reliable and controllable DW motion manipulation can
be realized by pulsed current via SOT and/or STT effect as reported
previously57,68.

Fig. 5 | Spin-neuron based on DW-pMTJ sigmoidal activation function gen-
erator. a MOKE image, the measuring configuration and protocol of spintronic
sigmoid neuron based on DW-pMTJ. b Different resistance states with corre-
sponding DW position. The green arrows indicate the state switching direction.
Inset illustrates the resistance curve vs sweepingHz. c Resistance as a function ofHz

of sigmoidal device with central top electrode covering the whole channel (inset
image). The arrows indicate field sweeping direction. d Resistance as a function of
the amplitude and numbers of pulsed magnetic field for sigmoidal device in c.
Insets depict the correspond array and magnified photos of the DW-pMTJ sig-
moidal devices.

Article https://doi.org/10.1038/s41467-024-48631-4

Nature Communications |         (2024) 15:4534 7



Qualitative analysis of DW dynamics under SOT and iDMI
synergistic effect
As schematically elaborated in Fig. 6a of DW pinning mechanism with
iDMI steps, where D2 >D1 =D3, DW energy configuration in prototype
device with current injected along +x direction. Figure 6b depicts the
field and torque configuration acted on center magnetization of DW
(mDW). In the present system, the DW-energy-induced torque com-
petes with iDMI contribution and tend to convert the DW into Bloch
type. The electron current flowing along the x direction induces an
anti-damping-like SOT torque rotating mDW towards the y direction,
leading the mDW switching into the z direction driven by the torque
from the iDMI effective field HDMI

37,69
.

Figure 6c illustrates the visualized energy landscapes with quan-
titative determination of a DW, with and without Je, respectively,
as functions of two collective coordinates (DW position q and angle φ
tilted from x axis as demonstrated in the inset) based on the 1D DW (q,
φ) motion model using the Thiele’s approach70, from LLG equation
in the rigid DW limit (i.e., DW width Δ=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Aex=Kef f

p
does not change).

With the force equation71, as α
Δ
_q+ _φ= � γ π

2HDL cosφ, and torque
equation as 1

Δ
_q� α _φ= � γ π

2
D

ΔMs
sinφ� γ KD

Ms
sin 2φ+ γ π

2 HFL cosφ.
The domain wall energy landscape is calculated as72

σDW =4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AexKef f

q
+2KDΔcos

22φ� πD cosφ� πμ0MsΔHFL sinφ. A
parabolic type pinning center is formed in the range of q∈[−10, 10] nm
with a maximum of D =0.8mJ/m2, while D = 0.4mJ/m2 outside the
pinning center. Other magnetic parameters are consistent with the
micromagnetic simulations as listed inTable S1.Without Je application,
there are two minimum energy position, (0, 0) and (0, 2π), marked as
P1. A DWmoving in the q direction (P1 to P2 indicated by the red arrow
dashed) orφ direction (P1 to P3 indicated by the purple dashed arrow)
must overcome a large energy barrier which suggests that DW is sta-
bilized in the pinning center with a ↑→↓ chirality naturally determined
by the uniqueDMIconfiguration. However, in the presenceof a Je pulse
(2×108A/cm2 in this case), the energy landscape is tilted in the φ
direction. TheDWmoves downstreamalong the energy gradient in the
φ direction from P1 to P5 (indicated by the purple dashed arrow),
referring to DW center magnetization rotation upon the effect of SOT.

Fig. 6 | SOT and iDMI synergistic effect on DW dynamics with quantitative
visualization. a Schematic of proposed DW pinning mechanism with DMI profile.
b Effective fields (left) and torques (right) in FM where mDW (green), DL (red), DMI
(yellow), DWE (blue) denote center magnetization of domain wall, damping-like

term of SOT effect, domain wall energy and iDMI, respectively. c Quantitative
determination and illustration of DW motion and energy landscape with and
without Je. Inset depicts the schematic of DW coordinates of q and φ.
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Then the DW gets over the pinning center and relaxes to P6 (the
minimum energy position of the whole system). Explicitly, the process
is indicated by the red dashed error. Such DW depinning process
coincides with themechanismof DWmotion under a synergistic effect
of SOT and DMI as unveiled in Fig. 6b.

Simulation and experimental verification of spin neuron circuit
A simulation of a hybrid MTJ/CMOS system that incorporated 16 × 16
DW-MTJ synapses and 16 × 1 16-state DW-MTJ neurons was performed
(parameters listed in Table S2). Furthermore, to ensure the reliability
of developed devices, we conducted a validation of the system’s per-
formance using a neuromorphic hardware implementation of repre-
sentative arrays. The results of both the simulation and experiments
are presented in Fig. 7. The purposeof such complementary study is to
assess the feasibility of employing all-spin synapses and a sigmoidal
activation function generator, as well as to evaluate the compatibility
of our developed devices with CMOS technology. Figure 7a illustrates
the simplified artificial neural network (ANN) used in the simulation.
Each synapse cell consists of a DW-MTJ-based synapse and two control
transistors forwrite and readcontrol. The gates of these transistors are
connected to the word line (WWL) and the pre-neuron signal (VPre),
respectively. The neuron cell comprises a DW-MTJ-based activation
function generator, which forms a voltage divider with a reference

resistor. It also includes a read control transistor and an inverter for
output generation. The DW-MTJ-based devices are modeled using
Verilog-A, and Supplementary Note S3 provides details on the co-
simulation with the CMOS peripheral circuit. For simplicity, the DW-
MTJ-based synapses operate in a binary mode with a default
weight value.

The transient simulation results presented in Fig. 7b provide
insights into circuit-level neuromorphic behaviors. Pre-neuron signal is
applied asynchronously to the corresponding column to open all read
control transistors in this column. The read current from source line
(SL) flowing through DW-MTJ is sent to the operational amplifier
generating a weighted current pulse injected into the write channel of
the activation function generator to drive the DW motion and state
refreshing. Next, the resistance state is read out by the voltage divider
controlled by clock signal and amplified by the inverter to get the
neuron output, labeled as VPost. Since all the synapses connected to
activation function generator 1 are in low resistance state, the DW in
this generator is driven to next PC in each cycles. The output voltage of
post-neuron1 is a non-linear function of pulse number by time in a
sigmoidal profile, as indicated by the black dashed guideline.

The experimental construction and characterization of the circuit
were carried out, specifically focusing on a representative sub-circuit
that contains the all-spin synapse and neuron devices along with the

Fig. 7 | Circuit simulation and experimental verification of spin neuron circuit.
a Schematic of a simplified ANN network comprising 16×16 DW-MTJ synapses and
16×1 16-state DW-MTJ neurons. b. Transient simulation results of the spin neuron
circuit. c Hardware implementation of with developed 4 binary SOT-MTJs as

synapse and 1 spin-neuron device (right panel). d Waveform of the pre-neuron
signal output by MCU and corresponding output of the operational amplifier.
e MOKE Kerr images captured after each pre-neuron signal applied.
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CMOSpart as illustrated in Figs. 7c–e. Such characterization provides a
more comprehensive understanding of the deviceperformance and its
integration with the CMOS circuitry. The hardware setup (Fig. 7c)
consists of one partial array with four binary SOT-MTJs serving as
synapses and one proposed neuron device. The synapses are wire-
bonded to a PCB carrier, which is connected to a universal board
containing an MCU and peripheral circuits. The pre-neuron signals
generated by the MCU are measured along with the output of the
operational amplifier using an oscilloscope (Fig. 7d).

The experiment includes a sub-circuit of the array with CMOS
components, resistors, and the actual device, allowing for the creation
of a sample post-neuron. Supplementary Movie 7 provides further
detailed correlation. The resulting Kerr images (Fig. 7e) show the
progression of the spin-neuron device. A down domain is initially
nucleated at the left pad and propelled into the racetrack by current
pulses triggered by the pre-neuron signals. The down-up DW is pinned
at the corresponding pinning center after each cycle of the pre-neuron
signal, causing a switch in the resistance state. This hardware test
effectively demonstrates the functional characteristics, integration
features, and implementation effects of thedevelopedDW-MTJ all-spin
synapses and neurons.

Discussion
Spurring growth of generative AI models with ever-more-
sophisticated devices, hardware implementation of synaptic and
neuron devices poises one of the major challenges and constrains
the scalability and high-dense integration of neural networks due to
the large on-chip area and high-power consumption. We experi-
mentally demonstrated a unique spin synaptic device by introducing
a series of effective DWPCs achieved by selective heavymetal partial
etching withmodulated local iDMI. A pioneering proof of concept of
dynamic tailoring DW pinning via ion-beam-etching-strain modu-
lated antisymmetric exchange strength is validated at the HM/FM
interface in the MTJ. The extensive cross-sectional high-resolution
transmission electronmicroscopy images and energy source of local
iDMI from first-principles calculations are being conducted to fur-
ther comprehend the mechanism responsible for iDMI engineering.
Reliable state-by-state switching corroborates the high controll-
ability, stability, and repeatability of the multi-states introduced by
DW pinning and depinning dynamics in the designed PCs. The linear
multi-states against the magnetic field are direct mapping of the
synaptic function. We further verified the feasibility of constructing
a sigmoidal spin-neuron using the same scheme as that of a synaptic
device experimentally. By further complementary micro-magnetic
and circuit-level co-simulation, a sigmoid activation function gen-
erator has been successfully demonstrated based on a DW-pMTJ
driven by synergistic SOT and iDMI with an energy consumption of
36.3 fJ/pulse. A neuron circuit design with a compact sigmoidal cell
area and low power consumption is also presented, along with
corroborated experimental implementation. Compared to state-of-
the-art counterparts of neural activation function generator, our
developed architecture is competitive as shown in Figure S9
benchmark diagram. The overall energy consumption is less than
508 fJ/operation including the reset process with a competitive fir-
ing rate up to 20MHz. Such developed devices are compatible with
the current standard CMOS technology and the magnetoresistive
random-access memory process, without any exotic material, com-
plicated structure, and extra masks in comparison with the state-of-
the-art, offering a promising and applicable candidate for neuro-
morphic devices and chips application in new trajectories with a
device-circuit perspective and the envision design of all-spin neuron
circuits. By offering this comprehensive elucidation, it is expected to
provide more nuanced insights into the intricate integration of
spintronic and CMOS technologies within the realm of neuro-
morphic computing.

Methods
Film deposition and characterization
A series of film stacks were deposited on thermally oxidized silicon Si/
SiO2 substrates using DC and RF magnetron sputtering under a base
pressure lower than 1.0×10-7Torr at room temperature. An annealing
process at 350 °C was then applied inside a high vacuum chamber of
4×10−8 Torr for 1 hour to improve interfacial PMA. Magnetic para-
meters such as PMAandMs of the filmwere evaluated using a vibrating
sample magnetometer (VSM) system. The high-resolution transmis-
sion electron microscopy (HRTEM) and high-angle annular dark-field
scanning transmission electron microscopy (HAADF-STEM) were used
to characterize the structure of the cross-section.

Device fabrication and measurement
The films were fabricated into MTJ devices with a radius of 50nm by
electron beam lithography and ionmilling, followed by electron beam
evaporated Ti(20 nm)/Au(80 nm) electrodes. All transport measure-
ments were performed in our MagVision MOKE system with a probe
station. The current was sourced by Multiple Keithley 6221 and MTJ
voltage dropwasmeasured using Keithley 2182 A nanovoltmeter. Both
meters were controlled by the MagVision system through scripts.

Circuit simulation and experimental validation
For the circuit level simulation, a Verilog-A model of a SOT-DW-pMTJ
device was developed to co-simulate with the CMOS peripheral circuit
using SPICE simulators. A foundry’s 28 nm Product Development Kit
was used to verify the proposed design. As to the experiment system
for spin-neuron sub-circuit implementation, a Labview program in
host computer was used to control timing sequence with synchro-
nizing all-spinNChardwarewith integration ofCMOScomponents (for
more information refer to SI).

Data availability
The data that support the findings of this study are available from the
corresponding authors on request. Source data are provided with
this paper.

Code availability
The authorsdeclare that no codewas utilized in the implementation or
analysis of the research presented in this manuscript.
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