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Abstract
The time difference of arrival is a common method to find the leakage point of water pipeline. The leakage point localization 
is achieved by calculating the time delay between the signals reaching different sensors. Mainstream time delay estimation 
algorithms based on signal correlation analysis are susceptible to the introduction of noise signals, low sampling rates, and 
signal clipping, resulting in inaccurate localization results. The article analyzed the impact of different interference factors 
and proposed a new time delay estimation algorithm based on signal cross-zero information modulation (CZIM) to address 
these problems. By normalizing the amplitude of the two signals at the detection points on both sides of the pipeline leakage 
position, two sets of sparse signal sequences with only two eigenvalues of 0 and 1 are obtained. The error coefficient function 
is calculated by a similar traversal method to finally index the time delay. In this paper, the principle and characteristics of the 
algorithm are analyzed and compared with the most commonly used GCC method. In both numerical simulations and actual 
pipe leakage localization experiments, the CZIM algorithm has shown its wide applicability, low impact by low sampling 
rate, and adaptability to low signal-to-noise ratios, etc. At the same time, the algorithm is simple in design and has a small 
amount of calculation and can meet the demand for real-time data processing, providing a new idea for the development of 
acoustic localization technology.
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Introduction

Water wastage due to leaking pipes is a problem in many 
countries (Grant et al. 2012); the situation is particularly 
serious in developing countries, with an estimated annual 
global economic loss of $39 billion (Iwanaga et al. 2022). 
It is important to locate the pipe leak to reduce water costs 
and protect public safety (Li et al. 2015).

The TDOA (the time difference of arrival) method for 
pipe leakage localization is one of the most widely used 
method that using acoustic/vibration sensors to collect leak 
signals from different locations (Martini et al. 2015; Knapp 
and Carter 1976; Ahadi and Bakhtiar 2010; Bentoumi et al. 
2017), estimate the time difference (time delay) of the signal 

from the source to the different monitoring units through sig-
nal processing, and then mathematically calculate the coor-
dinates of the leaks in combination with the known location 
of the monitoring units (Nesta and Omologo 2011), of which 
time delay estimation is a key part (Wang and Zhao 2020).

Due to the complexity of the occurrence of fluid vibra-
tion in the pipe, and the signal itself attenuation, reflection, 
scattering, and other factors during the transmission process, 
the collected signal tends to be distorted to a certain degree 
(Li et al. 2020). In order to reduce the errors caused by these 
factors, scholars from various countries have conducted 
research from multiple angles over years and proposed 
methods such as the use of the generalized cross-correlation 
(GCC) algorithm and the least mean square adaptive (LMS) 
algorithm (Knapp and Carter 1976; Zhou and Tian 2020), 
which can improve the accuracy of time delay estimation to 
a certain extent, but most of these studies are limited by the 
integrity of the signal. For some complex distorted signals, 
how to achieve accurate and stable time delay estimation 
requires further research.
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For example, since van Fleck completed a pioneering 
work on the influence of signal clipping on correlation and 
proposed the arcsine law (Vleck and Middleton 1966), much 
research has been conducted on the effect of quantization 
on signal correlation (Watts 1962; Cooper 1970), finding 
that loss of amplitude information affects the results of time 
delay estimation, or although many techniques are effective 
in general leakage localization, problems may often occur 
when applied to pipes under conditions of high acoustic sig-
nal attenuation (Gao et al. 2004).

In response to these issues, this paper analyzes and quan-
tifies the main causes of time delay estimation errors and 
proposes a time delay estimation method based on sparse 
cross-zero information. This method does not rely on spe-
cific information about the signal amplitude and can achieve 
accurate localization only by retaining a certain amount 
of cross-zero information. Therefore, in addition to being 
suitable for more common scenarios, it also performs well 
in situations with severe signal amplitude distortion.

In this paper, we first validate the feasibility of the sig-
nal cross-zero information modulation (CZIM) algorithm 
by using simulated signals and further design pipe leakage 
localization detection experiments. The most commonly 
acceleration sensors are used to collect leak signals (Choi 
et al. 2017); the reliability of the CZIM algorithm for pipe 
leakage localization applications was evaluated under sev-
eral signal distortion conditions. The results show that the 
CZIM algorithm is a time delay estimation algorithm with 
high precision and high adaptability. The algorithm gets 
rid of the dependence of traditional algorithms on signal 
integrity, and the calculation is also effective in the case of 
low-signal feature.

Forms and the effects of signal distortion

With the application of acoustic techniques in detecting 
leaks in fluid-filled pipes proved effective (Gao et al. 2006; 
Khulief et al. 2012; Brennan et al. 2007), the TDOA method 
based on generalized cross-correlation (GCC) is widely used 
in pipe leakage localization (Gao et al. 2017; Li and Zhang 
2020), which was proposed by Knapp and Carter in 1976 
using a maximum likelihood estimator and the algorithm 
flow is shown in Fig. 1 (Knapp and Carter 1976; Kothandar-
aman et al. 2020).

Two channels of signals x1(t) and x2(t) are given by

where a1 and a2 are the attenuation coefficients of the sig-
nal (it is usually related to the spatial propagation path of 
the signal. The farther the signal transmission distance, the 

(1)
x1(t) = a1s(t) + n1(t)

x2(t) = a2s(t) + n2(t)

greater the attenuation, and the greater the value of ‘ a’), s(t) 
is the source signal, n1(t) and n2(t) correspond to the two 
noise signals.

Substitute the weight function � and then the cross-cor-
relation function of two channel signals

where D is the time delay between the two signals.
Substituting Eq. (1) into Eq. (2), this gives

where Rss is the auto-correlation function of s(t) , 
Rsni

(i = 1, 2) is the cross-correlation function of s(t) and n(t) , 
and Rn1n2

 is the cross-correlation function of n1(t) and n2(t).
From Eq. (3) it can be found that the mixing of interfer-

ence noise n(t) , the lower sample rate-to-signal dominant 
frequency ratio and the large amount of distortion of the 
source signal s(n) amplitude information are the main factors 
that cause the time delay estimation error.

Interference noise

When the signal is collected to locate the leaks of the pipe, 
due to the complexity of the vibration environment, inter-
ference signals are inevitably mixed in during the process 
of collecting signals, and as the signal-to-noise ratio of the 
collected signals decreases, the time delay estimation results 
will be disturbed obviously. And the interference noise is 
usually not completely independent of each other, which is 
also a factor that needs to be considered.

In Fig. 2, we use Gaussian white noise to simulate the leak 
signal and carry out a correlation analysis, although this is not 
strictly true in practice due to the limited bandwidth of the 
leak noise at the source (Brennan et al. 2019), but it can be 
acceptable for use in simulation. The auto-correlation func-
tion of a set of Gaussian signals with a standard deviation of 
1.0 is calculated, and the result is shown in Fig. 2a. The signal 
is divided into two channels and independent white noise is 
added as interference noise to make the signal-to-noise ratio 

(2)Rx1x2
(�) =

∞

∫
−∞

x1(t)x2(t − D)dt

(3)
Rx1x2

(�) = a1a2Rss(t − D) + a1Rsn2
(t) + a2Rsn1

(t − D) + Rn1n2
(t)

Fig. 1  Schematic flow diagram of the GCC algorithm
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of − 5 dB, the cross-correlation function of the two channels 
is calculated, and the result is shown in Fig. 2b. If the added 
white noise is correlated, some corresponding sub-peaks are 
generated on the image, even though the signal-to-noise ratio 
remains at − 5 dB, as shown in Fig. 2c.

Limited sampling frequency

During the sampling process, due to the limitation of the 
data acquisition instrument itself, the signal collected by 
the system is limited discrete points, while the actual signal 
is a continuous line, so the only way to obtain a valid signal 
waveform is to ensure that the number of points is large 
enough and that the initial phases of the sampling are all 
integers.

If the sampling frequency is limited in the face of high-
frequency signals (Hu et al. 2018), such as wireless sensors 
in use, considering the limitation of transmission band-
width, high-frequency real-time sampling cannot be real-
ized. Which resulting in a large amount of signal information 
being lost when the sampling rate to signal dominant fre-
quency ratio is too low, will affect the results of time delay 
estimation to a greater extent.

As shown in Fig. 3, using 1280 Hz and 2560 Hz to sample 
the same set of waveforms, the completeness of the signal 
information obtained is quite different.

Taking the sine wave whose maximum amplitude is A as 
an example, two sets of samples are performed on the same 
waveform with the sampling rate K; then the error value E 
of each sampling point of the two sets of samples satisfies:

Strong interference noise

The strong interference occasionally introduced in the sam-
pling process is also an important factor that causes delay 

(4)A sin

(
2𝜋

K
+

𝜋

2

)
< E ≤ A sin

2𝜋

K

calculation errors. As shown in Fig. 4, strong interference 
often has the characteristics of large amplitude and short 
duration, and it can be found from Eq. (3) that this kind of 
signal can easily cause great disturbance to Rx1x2

.
Furthermore, if both detection units that need to perform 

delay estimation receive a certain strong interference, the 
correlation between the interference signals will further 
amplify the influence.

Aiming at the main problems such as signal acquisi-
tion mixed with noise, sampling rate limitation, and mixed 
with strong interference, which cause time delay estima-
tion errors, this research proposes a time delay estimation 
method based on sparse cross-zero information. The method 
minimizes the impact of signal distortion by normalizing the 
signal and using a traversal-like approach to achieve accurate 
calculation the time delay of signal under various complex 
conditions.

Cross‑zero information modulation (CZIM) 
algorithm

The flow chart of the time delay estimation algorithm based 
on signal cross-zero information modulation (CZIM) is 
shown in Fig. 5. After the leak occurs, the signal propagates 
along the pipe wall toward both ends and is collected by 
sensor 1 for signal x1(t) and collected by sensor 2 for signal 
x2(t) , respectively.

Clipping is performed on x1(t) and x2(t) , and the 
time–amplitude information of the signal is converted into 
a sparse signal with only two eigenvalues of 0 and 1. That 
is for a certain moment t, if the signal amplitude y > 0 , let 
y = 1 ; if the signal amplitude y ≤ 0 , let y = 0 . Only the 
cross-zero information or positive can be retained.

Thus, two sets of clipped rectangular waveform signals 
x1�(t) and x2�(t) can be obtained. The rectangular waveform 
signal is a sparse signal containing only two characteristic 
values of 0 and 1. Taking a segment of the signal actually 

Fig. 2  Cross(auto)-correlation function calculation result under different conditions
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collected as an example, the signal waveform amplitude 
information sparse processing is shown in Fig. 6.

Add the signals x1�(t) and −x2�(t) correspondingly, define 
the terms that are not 0 as error points, calculate the number 
of error points to get Y ′ , and divide Y ′ by the total number of 
terms N to obtain the error coefficient e0.

(5)
Y � =

∑
|
|y

�|
| =

∑
|
|x1� − x2�

|
|

e0 = Y �∕N × 100%

Let the signal x1�(t) be misaligned and then add it to 
−x2�(t) with the misalignment value � . Thus

The misaligned calculation is performed within a cer-
tain range, connect each e� to obtain an error curve Ex1x2

 . 
The curve is indexed to the minimum value to obtain the 
minimum error factor emin . At this time the corresponding 
misalignment value � is the required time delay.

(6)e� = Y��∕N × 100%

Fig. 3  Signals collected at different sampling rates

Fig. 4  Sudden strong interfer-
ence during sampling
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Taking a set of ideal signal as an example, in the absence 
of on interference we can get emin = 0 and the error coef-
ficient curve Ex1x2

 is shown in Fig. 7.
This algorithm first performs rectangular processing 

on signal x1 and x2 , then makes the two rectangular waves 

perform offset subtraction calculation, and finally obtains the 
error coefficient curve Ex1x2

 . The number of error point Y ′ is 
represented on the image as the area of the non-overlapping 
part of the two rectangular waves after the relative transla-
tion of the covariate � . The smaller the area, the higher the 
correlation of the signal corresponding to �.

Compared with the traditional method, the time delay 
estimation method based on signal cross-zero information 
is not only applicable to the calculation of time delay estima-
tion under general conditions, but can also meet the demand 
for time delay estimation under signal distortion conditions. 
Through rectangular processing, the signal can be converted 
into a sequence composed of 0 and 1. When small amplitude 
signal distortion occurs, the amplitude positive and nega-
tive information of most points on the signal curve will not 
change, so there will be almost no disturbance to the 0 and 
1 sequence as shown in Fig. 8. And when the signal has a 
large-amplitude distortion, such as the introduction of strong 
burst interference, due to the normalized processing method, 
the large-amplitude change will be converted into a limited 
0, 1 sequence change, thereby effectively limiting the impact 
of strong interference on the overall curve and obtaining 
more accurate and stable time delay estimation results.

Performance evaluation test of CZIM 
algorithm

Several sets of representative simulation experiments were 
designed to research the impact of the three main factors on 
the CZIM algorithm which are mentioned in “Forms and the 
effects of signal distortion” section.

In order to make the simulation results closer to the actual 
application, the standard sound source of the coupled cavity 
is used to send out the signal and use standard microphone 
to collect the signal, we designed time delay estimation 
experiments under different conditions. The frequency and 
time delay of the simulated signal are set, the AWA14424S 
coupled-cavity standard sound source is controlled to emit 

Fig. 5  Schematic flow diagram of the CZIM algorithm

Fig. 6  Signal normalization 
schematic
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the set signal, and the 130E22 standard microphone is used 
to collect the emitted sound signal. In the experiment, the 
standard sound source of the coupled cavity can be used to 
avoid environmental interference and can effectively control 
the signal-to-noise ratio of the signal.

Different signal‑to‑noise ratios

Gaussian random signal is a random signal with a normal 
distribution of probability density distribution, which is a 
common random signal (Lopes 2020). In the simulation 
experiment, two Gaussian random signals with standard 
deviation of 0.2 are selected as the source signals, and the 
channel time delay of the two signals is set to 0.5 s with 
a sampling rate of 10000 Hz. Uncorrelated white noise is 
mixed in both Gaussian signals as the interference signal, 
adjust white noise to make the signal-to-noise ratio (SNR) of 
5 dB, 0 dB, and − 5 dB, respectively, for testing, and the time 
delay estimation ability of the CZIM algorithm under differ-
ent SNR conditions is investigated, and the GCC algorithm 
is used as the control group for comparison. The results are 
shown in Figs. 9 and 10.

Fig. 7  Error coefficient curve without interference

Fig. 8  Original signal and normalized signal before/after introduction of interference
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It can be found from the experimental results that for 
common Gaussian random signals mixed with white noise, 
CZIM algorithm and GCC algorithm can accurately calcu-
late the time delay d = 0.5 under the three signal-to-noise 
ratio conditions and have relatively similar time delay esti-
mation characteristics.

Lower sampling frequency

Designed time delay estimation experiments under differ-
ent sampling frequencies to study the impact of high and 
low sampling frequencies on the CZIM algorithm, and also 
set the GCC algorithm as a control group. Use Gaussian 
random signal mixed with white noise as the experimen-
tal signal, make the signal-to-noise ratio of the signals 
input to the two coupled-cavity standard sound sources 
both − 5 dB, and set the time delay of the two signals to 
0.5 s. Microphones are used to collect signals at sampling 

rates of 1000, 3000, and 10,000 Hz. Based on the acoustic 
signals collected by the microphones, the CZIM algorithm 
and GCC algorithm are used to calculate the time delay. 
The calculation results are shown in Figs. 11 and 12.

From Fig. 12, it can be found that the generalized cross-
correlation algorithm is more obviously affected by the 
sampling frequency. As the sampling frequency increases, 
the signal information becomes more accurate and the 
obtained time delay estimation results are more accurate, 
while at lower sampling frequencies, the GCC algorithm 
has difficulty in obtaining the required time delay estima-
tion results.

Under the same conditions, the time delay estimation 
results of the CZIM algorithm are shown in Fig. 11. It can 
be found that the CZIM algorithm is not sensitive to changes 
in sampling frequency and can still calculate accurate time 
delay even at low sampling frequencies compared to the 
GCC algorithm.

Fig. 9  Estimation of time delay under different signal-to-noise conditions by CZIM algorithm

Fig. 10  Estimation of time delay under different signal-to-noise conditions by GCC algorithm
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The low sampling rate will lead to the loss of part of the 
signal information, as shown in Fig. 13, which is one of 
the important reasons for the error in the time delay esti-
mation using the GCC algorithm under the condition of 
low sampling rate. For the CZIM algorithm, the cross-zero 
information of the signal is always easier to retain than the 
exact amplitude information under the low sampling rate, as 
shown in Fig. 14, so the CZIM algorithm can perform better 
time delay estimation characteristics.

Strong interference

As mentioned in “Strong interference noise” section, the 
introduction of strong interference noise in the signal sam-
pling process can have a significant impact on the time delay 
estimation results of traditional algorithms such as the GCC 
algorithm. As mentioned above, the CZIM algorithm will 
normalize the signal amplitude to reduce such effects.

In order to verify the stability of the CZIM algorithm 
under the condition of strong interference resistance, a simu-
lation experiment is designed: The Gaussian random signal 
mixed with white noise is used as the source signal, set the 
signal-to-noise ratio to − 5 dB, the time delay of the two sig-
nals is 0.5 s, and the sampling rate is 10000 Hz; a triangular 
wave with larger amplitude is added to one of the signals to 
simulate strong interference noise as shown in Fig. 15a and 
then use the CZIM and GCC algorithms to calculate the time 
delay for the two signals.

The results in Fig. 15c show that when the introduced 
strong interference noise amplitude reaches about 5 times 
the source signal amplitude, the result obtained by the GCC 
algorithm is completely distorted, while the CZIM algorithm 
is almost unaffected and the calculated time delay is very 
clear (shown in Fig. 15b).

In practical applications, the distance between the 
detection units is generally limited so in most cases both 

Fig. 11  Estimation of time delay at different sampling frequencies by CZIM algorithm

Fig. 12  Estimation of time delay at different sampling frequencies by GCC algorithm
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Fig. 13  Completeness of signal 
information at different sam-
pling rates

Fig. 14  Completeness of signal 
information at different sam-
pling rates

Fig. 15  Time delay estimation under strong interference noise: a the strong interference noise; b time delay estimation result using CZIM algo-
rithm; c time delay estimation result using GCC algorithm
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units will be affected by strong interference noise. We 
need to be aware that the correlation of the strong inter-
ference signals themselves can also have a significant 
impact on the time delay estimation. In order to verify 
the applicability of the CZIM algorithm under such 
conditions, further simulation experiments were set up: 
Using the same source signals as above, strong interfer-
ence noise with the characteristics shown in Fig. 16a was 
added to the both signals, and the time delay between the 
two sets of strong interference signals was − 0.25 s. The 
time delay between the two channels was calculated using 
the CZIM algorithm and the GCC algorithm.

It can be found that in the case where the strong inter-
ference noises are correlated, even if the amplitude of the 
strong interference noise is only about 1.5 times that of 
the source signal, the peak at d = − 0.25 s in Fig. 16c has 
far exceeded the peak d = 0.5 s. In this interference situa-
tion, GCC algorithm cannot get accurate delay estimation 
results. The correlation of the strong interference noises 
just forming only a small peak in Fig. 16b does not affect 
the correctness of the time delay calculation with CZIM 
algorithm.

When strong disturbances are introduced, both meth-
ods show different degrees of deviation, while the GCC 
algorithm shows a larger deviation due to the fact that 
the magnitude of the correlation coefficient is in a kind 
of proportional relationship with the amplitude; a strong 
interference noise with a large amplitude will cause the 
delay estimation result of the GCC algorithm to have 
a large deviation to it; for the CZIM algorithm, due to 
its different computing mechanism, large-amplitude 
variation is converted into a limited number of 0 and 
1 sequence variation during normalization processing, 
which greatly reduces the influence of strong interference 
noise, and the final result is shown as a small deviation.

Leakage localization of pipe

In the pipe leakage localization research, due to the com-
plexity of the pipe fluid acoustic system, the vibration sig-
nal collected by the sensor is often distorted, which makes 
the location results unstable or inaccurate, while the CZIM 
algorithm can reduce the impact of signal distortion to a 
certain extent. In order to verify the practical effectiveness 
of the CZIM algorithm, we built a test system for pipe leak-
age localization and conducted experiments. Due to the par-
ticularity of the fuel pipeline, this paper replaces the fluid 
medium in the pipeline with water to carry out simulation 
experiments.

In the experiment, the water pressure in the pressure stor-
age tank was controlled to be constant at 0.15 MPa, and the 
valve at a certain position on the pipe was opened to simu-
late the occurrence of pipe leak. The acceleration signal was 
collected by the 1A315E piezoelectric acceleration sensor, 
and the test system is shown in Fig. 17.

The three acceleration sensors are placed at points 1, 2, 
and 3, and the mutual distance between the three points is 
known. After the leak occurs at point p , the vibration sig-
nal propagates along the pipe wall to both sides and is col-
lected by the three sensors successively, with the leak point 
p between points 1 and 2 as an example.

Since L2−3 (the length between point 1 and point 2) is 
known, the time delay ΔT23 between the signals collected by 
sensor 2 and sensor 3 can be used to calculate the vibration 
signal transmission speed by

In the experiment, the speed of transmission of the vibra-
tion signal through the pipe is considered to be constant. 
Therefore, the time delay difference ΔT12 between sensors 

(7)� = L2−3∕ΔT23

Fig. 16  Time delay estimation under strong interference noise with correlation: a the strong interference noise; b time delay estimation result 
using CZIM algorithm; c time delay estimation result using GCC algorithm
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1 and 2 can be used to calculate the distance difference 
between the leak point p and the sensor sampling points 1 
and 2 as follows

The locations of points 1 and 2 are known. Thus

Similarly, L2−3 can also be calculated according to the 
time delay ΔT13 between sensor 1 and sensor 3. Since the 
distance difference corresponds to

Thus the verification formula can be obtained

Obviously, the key part of the leakage localization is the 
accurate solution of the time delay between the arrival of the 
leak signal at each sensor.

The power spectrum analysis of the vibration signals col-
lected at sensor 1 and sensor 3 is shown in Fig. 18. Sensor 1 
is closer to the leak position, and sensor 3 is far away. From 
the peak change of the power spectrum function, it can be 
found that the vibration signal attenuates significantly as the 
distance gets farther away, but the main frequency band of 
the leak signal is always concentrated in 3600–4600 Hz and 
does not change significantly.

In order to study the time delay estimation ability of 
CZIM algorithm under extreme working conditions, the 
sampling rate is set to 12800 Hz, so that the sampling 

(8)Lp−2 − L1−p = ΔT12 × �

(9)
L1−p =

L1−2 − ΔT12 ⋅ L2−3∕ΔT23

2

Lp−2 =
L1−2 + ΔT12 ⋅ L2−3∕ΔT23

2

(10)L2−3 = ΔT13 ⋅ L2−3∕ΔT23 − L1−p − Lp−2

(11)ΔT13 = ΔT12 + ΔT23

rate-to-signal dominant frequency is at a low level. The 
time delay is estimated using the CZIM algorithm and GCC 
algorithm for the signals collected by the three sensors in 
such operating conditions, and the experimental results are 
shown in Fig. 19.

From the results in Fig.  19, it can be found that the 
results of the CZIM algorithm and the GCC algorithm 
for time delays ΔT12 and ΔT13 are the same. But for 
ΔT23 , the estimated time delay of the CZIM algorithm is 
1.953125 ×  10−3 s (25/12800), while the estimated time 
delay of the GCC algorithm is 6.40625 ×  10−3 s (82/12800). 
By verifying Eq. (10), it can be determined that the GCC 
algorithm has made an error in the calculation of ΔT23 , the 
GCC algorithm has a 69.5% ( 82−25

82
× 100% ) higher error rate 

than the CZIM algorithm, and this error would affect the 
solution of the vibration transfer velocity v and render sub-
sequent calculations meaningless. Table 1 lists the leakage 
localization results of the CZIM algorithm and the relative 
error between the calculation results and the experimental 
setting values.

It can be found from Table 1 that even under the condi-
tions of low delay and obvious signal attenuation, the CZIM 
algorithm can still accurately solve the signal time delay. 
And the error of solution result is only 0.04 m, achieving an 
error rate of only 0.167% on a 24-m class pipe.

Further analysis of the results of the time delay estimation 
results of the two methods can be found that at low sampling 
rate-to-signal dominant frequency ratio, the traditional GCC 
method is more likely to be affected by signal distortion 
and will form a large number of sub-peaks near the main 
peak, which affects the stability of the time delay estimation, 
and as the signal-to-noise ratio further decreases, the main 
peak will be suppressed by the sub-peaks, resulting in wrong 
locating results; while the CZIM algorithm proposed in the 
paper is less affected by signal distortion, in the estimation 

Fig. 17  Schematic diagram of 
pipe leakage localization system
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of time delays ΔT12 , ΔT13 , and ΔT23 , the peaks are more 
obvious than those of the GCC method, especially in the 
estimation of time delays ΔT23 , although the sub-peaks also 
appear at 6.40625 ×  10−3 s (82/12800), but do not exceed 
the main peaks and can still achieve accurate localization. 
Therefore, under complex signal distortion conditions 

Fig. 18  Power spectrum of 
signal

Fig. 19  Time delay estimation results of CZIM algorithm and GCC algorithm

Table 1  Localization results of the CZIM algorithm

v(m/s) L
1−p(m) Lp−2(m) L

2−3(m)

CZIM result 1536 2.04 18.96 21.96
Exact result \ 2 19 22
Error rate \ 2% 0.21% 0.18%
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caused by low signal-to-noise ratio and low sampling rate-
to-signal dominant frequency ratio, the CZIM algorithm has 
more stable and accurate localization characteristics than the 
GCC algorithm.

Conclusion

The time delay estimation of the traditional GCC algorithm 
is susceptible to signal distortion. The paper analyzes the 
influence of several main signal distortions on the time delay 
estimation and proposes a time delay estimation method 
based on sparse cross-zero information. The method nor-
malizes the signal amplitude, draws the error curve, and 
finally obtains the time delay, which can effectively reduce 
the influence of signal distortion.

Simulation experiments are designed to verify the theo-
retical correctness of the CZIM algorithm according to sev-
eral major signal distortions mentioned in the paper. At the 
same time, the CZIM algorithm is compared with the GCC 
algorithm. The experimental results show that the CZIM 
algorithm is easy to design, simple to implement, and has 
a good time delay estimation effect for various use condi-
tions, and the scope of application is relatively wide; it is 
insensitive to changes in sampling frequency and can be 
used for experiments on time delay estimation at low sam-
pling frequencies; it can effectively overcome the influence 
of signal amplitude distortion and can still guarantee good 
results under more extreme conditions such as mixed with 
strong interference. The paper applies the CZIM algorithm 
to the pipe leakage localization experiment in a complex 
environment. The results show that the CZIM algorithm can 
still perform more accurate and stable time delay estimation 
under the conditions of low signal-to-noise ratio, low sam-
pling rate to signal dominant frequency ratio, and significant 
signal distortion, which has obvious advantages over the tra-
ditional GCC algorithm.

In addition, the CZIM algorithm proposed in the paper 
adopts a new way of thinking and has a lot of room for fur-
ther research. For example, in addition to the update and 
improvement of the algorithm, a certain degree of expan-
sion research can also be carried out on the hardware. Up to 
now, a low-cost, low-power wireless sensor is being consid-
ered to be combined with the CZIM algorithm for use in the 
water pipe leakage localization scheme. With the successful 
implementation of the algorithm validation experiments, it 
is foreseen that the algorithm will have long-term potential 
in the field of acoustic localization.
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