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#### Abstract

Participant selection bias is of concern to researchers conducting surveys of all types. For momentary data capture studies, such as Ecological Momentary Assessment, the level of burden associated with these techniques and the possibility of low uptake rates makes the concerns especially salient. This study invited 3,000 individuals to participate in a study of health and mood and recorded the uptake rates at various points in the process. Respondents expressing interest in participating in general were randomized into a one-time survey, a low-burden momentary study, or a high-burden momentary study. Overall, $85.9 \%$ of the sample did not respond to the study invitation (including confirming non-interest); $6.9 \%$ of the sample expressed interest in the study by completing a brief survey; $2.1 \%$ agreed to participate in the study when the protocol specifics were described (none of the study protocols were actually run). Whites were more likely to complete the survey. Of those completing the survey, individuals who reported higher income, a more "open" personality, better typing skills, better computer skills, who viewed the research topic as important, and who expressed interest in research on daily feelings more likely consented to being enrolled in the experiment. The number of prior surveys taken had an inverted- $U$ shaped association with participation in this study. Finally, all individuals randomized to the one-time survey group agreed to participate compared to two-thirds of individuals in the momentary groups. These results suggest that participant selection bias may affect both one-time survey and momentary data capture studies, with the caveat that the degree of such bias will be related to a study's hypotheses.
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This paper concerns self-selection bias in survey research generally and particularly with studies using momentary assessment strategies, which are often referred to as Ecological Momentary Assessment (EMA, the term that will be used throughout the paper (Shiffman et al., 2008; Stone \& Shiffman, 1994), the Experience Sampling Method (ESM) (Conner et al., 2009; Csikszentmihalyi \& Hunter, 2003),

[^0]and Ambulatory Assessment (Ebner-Priemer \& Trull, 2009; Wright \& Zimmermann, 2019). Momentary studies are often based on a relatively small number of study participants and there may be concerns about making inferences from these studies to broader populations. As the EMA field matures, it is important to examine the feasibility of recruiting individuals from the general population - the focus of this paper - or from more specialized populations (e.g., patients) given our perception that many momentary researchers believe that only a small proportion of individuals approached for a momentary study actually participate (Stone et al., in press). The specific concern that this paper evaluates is that people with certain characteristics will not agree to participate; if so, this creates a threat to the external validity (Cook \& Campbell, 1979) of the results.

The methodological phenomenon described above is long recognized and usually referred to as self-selection bias. It has received considerable attention in the social sciences and
the survey research literature (Bethlehem, 2010; Heckman, 2010). A number of studies have focused on motivational barriers of uptake into studies (in general, not focused on EMA) by examining the relevance of study content for prospective participants (Materia \& Smyth, 2021), the availability of data collection devices (Jäckle et al., 2019), and by examining appropriate monetary and non-monetary incentives (Yu \& Cooper, 1983).

There has been less attention to self-selection bias in the field of momentary data capture and virtually no research in general populations on the topic (Gabriel et al., 2019; Hektner et al., 2007; Scollon et al., 2009). A recent review of "pressing" issues for the field of EMA has identified participant self-selection as a major concern (Stone et al., 2023) and suggested possible ways of exploring the topic. The relevance of self-selection bias, defined as individuals deciding for themselves whether or not to participate in a study, lies in the possibility that the sample will not adequately represent the population from which it was drawn. That is, that those declining participation in an EMA study will be different in some ways from those agreeing to participate. Under the assumption of sound sampling strategies and excellent uptake rates, studies achieving high uptake reduce the threat of self-selection bias, whereas the threat likely increases with lower uptake rates. However, the definition of what constitutes "good" uptake rates is not a fixed value: it depends upon the associations being studied and how selection impacts the relevant variables. It is also the case that less than perfect uptake rates do not necessarily result in self-selection processes that will bias the external validity of the results, because such bias occurs when the characteristics of those not participating (measured or not measured) impact the associations under consideration.

For example, imagine an EMA study concerned with understanding whether momentary pain is associated with a greater likelihood of momentary social withdrawal using data from random prompts. Further, let's assume that this relationship is moderated by trait extroversion such that pain relates to social withdrawal among introverts much more than among extroverts and that extroverts are more likely to participate in an EMA study. A study of this topic would be therefore likely to under-estimate (bias) the observed effect of momentary pain on social withdrawal, because extroverts were more likely to participate and because the personality characteristic is associated with the effect being studied. However, if the goal of the study was to examine the relationship between momentary pain and medication taking and this association was not related to extroversion, then the results would not be biased. Thus, these points need to be considered in the evaluation of self-selection bias and its impact on a study's external validity.

We start by describing a typical momentary assessment protocol to provide the reader with a sense of what might
be asked of participants. EMA studies typically signal individuals several times a day over many days to complete brief surveys as they go about their daily routines ${ }^{1}$. Unlike more traditional single-survey methods, EMA is usually viewed as relatively burdensome procedure given the somewhat intrusive nature of the assessments and the level of participant involvement required for participation or uptake into the study (the terms "uptake" and "uptake rates" are used throughout the paper). Of course, very long surveys may also be perceived as burdensome. Burdensome protocols are often less attractive to many people and may result in lower uptake rates, which in turn could lead to self-selection bias (Scollon et al., 2009). However, studies of highly motivated individuals, such as those where the collected data may influence their treatment, may yield higher uptake rates in spite of the burden. Furthermore, the requirements of answering EMA surveys on smartphones or other electronic devices may reduce the uptake of those with low technological competence (Keusch et al., 2019) or who do not have access to smartphones. Although we focus on influences for EMA studies, there are, undoubtedly, other factors that can also reduce uptake in standard surveys, such as questionnaire length, online only administration, etc., but these are not discussed herein.

As with most other methods, initial uptake rates in EMA studies are largely unknown, because studies typically rely on samples of convenience such as students, those who respond to flyers or advertisements, and other forms of sampling where the number of individuals "seeing" the invitation is not known. Thus, with some exceptions, such as a consecutive medical admission sample as a sampling frame, the denominator for calculating uptake rates is not known. Beyond not knowing the uptake rate, researchers usually do not have information about the characteristics of nonparticipants making it difficult to assess the representativeness of the sample relative to the population. These two conditions, unknown or low uptake rates (Scollon et al., 2009) and lack of information about nonparticipants, leave the question of possible self-selection bias largely unanswered with a strong possibility that such bias does exist.

The motivation for this study was to add to our knowledge of uptake rates and possible selection bias, with a focus on EMA studies.

Question 1. Uptake rates throughout recruitment Because little is known about uptake rates in general population

[^1]samples, we examined uptake rates by mailing 3,000 individuals selected by a marketing firm an invitation to learn more about a study on health and mood. Uptake rates were able to be computed on the basis of positive replies and knowledge of the number of invitations mailed. We did not specifically hypothesize particular uptake rates for various stages in the recruitment process, but we speculated that overall interest in participating might be in the range of $20-25 \%$. Furthermore, we did not know what the uptake rates would be for EMA. Prior work examined individuals who were members of a panel and were willing to complete surveys (Smyth et al., 2021). They were asked to indicate if they would participate in EMA studies and high, yet somewhat implausible, uptake rates were observed. Thus, to address this question we present uptake rates at multiple stages of the recruitment process.

Question 2. Were those who expressed interest in the study different from those who did not? We hypothesized demographic differences between those who expressed an interest in learning about the study and who completed a brief demographic survey (included with the initial, mailed invitation) versus those who did not. This may be considered a relatively "low" bar for uptake, because it does not go to the core issue of actual participation in the study. Nevertheless, it should provide insight into the characteristics of those who may decide to participate, and, as mentioned earlier, this information is usually not available for analysis. To examine variables that could be associated with possible self-selection bias, a marketing firm provided information about addressees' gender, age, and race for everyone in the initial mailing. On the basis of prior work on factors relating to study uptake, we expected participants in the studies to be older and more likely to be white (Couper et al., 2007; Dunn et al., 2004; Kim et al., 2008).

Questions 3a and 3b. Did those who agreed to participate have different characteristics than those who only expressed interest in the study? This question may be thought of as emulating the typical situation for recruiting in many research studies, that is, a group of individuals express interest in the study after viewing or hearing an announcement for it and then only a portion go on to actually participate. Question 3a refers to analyses of this question employing the limited demographic data from the full sample. Question 3b refers to analyses with individuals who completed the demographic survey (as an indication of their interest in learning more about the study); we were able to examine a broad range of possible selfselection related variables with this survey. We had some specific predictions for these analyses. EMA studies often
depend upon participants completing questionnaires on smartphones, thus, we hypothesized that greater familiarity with smartphone and computer technology would be associated with uptake into the studies. Prior work has also shown that a personal interest in the topic or the stated aims of a study can influence uptake (Dillman et al., 2014) and we hypothesized that that would be the case here as well.

Question 4. Does the burden of an EMA protocol affect uptake and how does it compare to a one-time survey? Little is known about uptake rates in EMA protocols with different burden levels; for example, EMA protocols with longer questionnaires, with a higher frequency of daily questionnaires, and/or requiring a larger number of days of participation may be viewed as having greater burden. Therefore, we examined uptake rates for two protocols that differed in burden of completing the protocol: one with few daily prompts for a week and the other with a higher number of prompts for two weeks. We hypothesized that more burden would be associated with lower uptake. In order to provide a context for the EMA uptake rates, we added a third study arm that was a single administration of a one-time survey about health and mood. The survey was loosely matched in burden to the low-burden EMA condition, where the expected duration of study participation and the monetary compensation were the same in both conditions. We hypothesized that the EMA protocols would yield lower uptake rates than the one-time survey condition; however, we did not have a prediction about the magnitude of the difference. The aims of this section were achieved by randomizing individuals who expressed interest in participating in one of the three study arms.

A central feature of this study was the use of a procedure to ascertain "uptake" in EMA and survey studies without actually running the studies that were presented to respondents. The procedure was to follow all of the usual steps to enroll participants in a study, including exposing them to the consent procedure and scheduling appointments for the one-time survey or for the first day of EMA. In the end participants were not required to complete the one-time survey or the EMA assessment protocol, but were instead debriefed at the close of the protocol. Our goal in these procedures was to improve upon prior vignette-type work, including some of our own, that simply asked individuals about whether they would be willing to participate in hypothetical EMA studies (Smyth et al., 2021). That is, we sought to maximize the credibility of the recruitment process, without actually having to run the studies, which would have required substantial resources and collected data not directly pertinent to the goals of this study.

## Methods

## Invitees

The names and addresses of 3,000 potential participants for the current study were randomly selected by MSG, Inc. (https://www.m-s-g.com/). This firm created a file of names and addresses from a subset of the United States Postal Services (USPS) delivery sequence files, where the individuals included in the file are those whose name, gender, age, and ethnicity group were consistent (matched) across two other commercially available datasets (e.g., data obtained through validated external sources, for example, Experian; https://www.experian.com/) within the United States. This was our way of obtaining limited demographic information about all individuals who were sent invitations for the study.

## Procedures

The study had several components that were designed to accomplish the goals mentioned above. The first part, called the Invitation Stage, allowed for the computation of response rates and analyses of characteristics of those who responded; it was comprised of the initial mailing and responses to the invitations. The second component allowed for the collection of more detailed personal information for subsequent determination of characteristics of those who agreed to be in the final study (the Demographic Survey Stage). It included administration of the demographic and individual differences questionnaire to interested individuals (called the "demographic survey"). The last component included procedures that randomized willing individuals into the three arms of the study, consented and scheduled them into the study, and, finally, provided a debriefing (the Screening/Consent/Debrief Stage). Each of these components is presented below.

Invitation stage Invitations were mailed to the list of 3,000 names and addresses in batches of 500 between June 2021 and September 2021. The invitation materials included a general introductory letter describing our interest in learning about everyday mood and health and described the ways that individuals could complete the demographic survey, with the promise of an additional $\$ 10$ Amazon gift card sent upon return of the completed survey. The materials also included a postcard for participants to indicate that they were not interested in participating and included a $\$ 2$ bill as an incentive. Individuals who wished to complete the demographic survey could access it online or could contact the research center staff by phone.

To encourage consideration and a response to the invitation, three weeks after the initial mailing, individuals who had not responded in any way were sent a reminder package. The reminder package included a similarly-worded letter with instructions on ways to complete the demographic survey, the same postcard for participants to indicate that they were not interested in participating, and a paper-andpencil version of the demographic survey. A business reply envelope was also included for participants to return the paper-and-pencil demographic survey.

Demographic survey stage To encourage responding to the survey, invited participants had three ways to respond: online, by phone, or by returning the paper-and-pencil questionnaire (included only in the reminder package). The survey included demographic information (e.g., age, gender, ethnicity, income, education level), current mood and overall health, current electronic device use, prior survey participation (e.g., whether the participant had participated in surveys for other companies/organizations and whether they were paid for participation), Big Five personality questions (Costa \& McCrae, n.d.), and whether the participant was interested in learning more about the study on mood and health advertised in the invitation letter. If the participant was not interested in continuing with the study, they were asked their reason for not being interested, whether they would like to participate in future studies, and how they would like to receive their compensation (either in the form of a physical gift card or electronically). Those who completed the questionnaire were compensated with a $\$ 10$ Amazon gift card, regardless of their interest in the study.

For those who completed the survey online, the survey was accessed by typing in a web link that was included in their invitation letter and that led to an online survey programmed in Qualtrics (www.qualtrics.com). Individuals who expressed interest in learning more about the study at the end of the survey were presented with a calendar where they were able to schedule an appointment to complete the next and the last stage of the study. For those who chose to complete the survey via phone, the same set of questions and response options included in the questionnaire was read to the participants by research staff using a standardized script. At the end of the phone interview, the research staff asked if the individual was interested in learning more about the study; if so, a staff member manually scheduled them in the online scheduling calendar. Those who returned the paper-and-pencil survey by mail were asked to provide their contact information (i.e., a phone number) and were subsequently contacted by a member of the research staff to schedule the next stage of the study.

There were times when a research staff member tried contacting a participant and the participant did not answer
(e.g., when responding to a participant's voice message expressing interest in completing the questionnaire). In this case, the staff member left a brief voice message. For each participant, the research center staff member conducted three follow-up contact attempts before ceasing contact.

For practical reasons, each batch of invitations had a respective close-out date when potential participants could no longer be enrolled in the study. Close-out dates occurred at the end of the 16th week after the initial invitation package was sent. If any questionnaires were received after the deadline and an individual expressed interest in the study, they were informed that the enrollment period for the study was closed, but that they would still be compensated with the $\$ 10$ Amazon gift card for completing the questionnaire.

Screening/Consent/Debrief stage Individuals who expressed interest in learning more about the study on health and mood were contacted with a phone call that informed the participant about the study. The phone call was also used to consent the participant (if they were interested in the study that was described to them) and to debrief them about the true purpose of the study (that the primary goal was on their interest in the proposed studies).

After completing the demographic survey, interested respondents were randomized to one of three study conditions. One condition was the low-burden EMA condition, which was described as a 7 -day long study where the participant would answer three 1-minute EMA prompts about mood/health per day and would be paid $\$ 40$ for participating. The second condition was a high-burden EMA condition, which was described as a 14 -day long study where the participant would answer six 1-minute EMA prompts about mood/health per day and would be paid $\$ 160$ for their participation. The third condition was a one-time survey condition, which was described as a single 40 -minute online survey about mood and health with $\$ 40$ for compensation. The compensation rate for each study condition was roughly set as $\$ 1$ for each minute of expected (i.e., per description of the study design) participation in each condition. The interview script was the same for the three conditions except for the study description and eligibility sections, which were study specific. There were three parts to this section: screening/consent/debrief call.

Screening The screening introduced the study in a general way, asked about condition-specific eligibility, described the study conditions in more detail, and then asked the participant about their interest in the study. The eligibility criteria for all three study conditions were (1) at least 18 years of age, (2) no hearing impairments, (3) no vision impairments that could not be corrected with contact lenses or glasses, (4) have stable access to an active e-mail account,
(5) have daily access to wireless internet (Wi-Fi), and (6) fluency in English. For those randomized to either EMA study conditions, an additional eligibility condition was imposed (as it would be in most EMA protocols): they were asked whether they work a night shift or the equivalent that required them to be awake at night and asleep during the day.

Consent If the participant was not interested, the study was concluded, and the participant was thanked for their time. If the participant expressed interest in the study, they continued with the phone script and were emailed a consent form so that they could follow along as the staff member reviewed the form. Here the study was described in detail, including the condition-specific study description, risks and benefits of participating, confidentiality, participant rights in the study, and contact information. The staff member asked the participant for verbal consent to participate in the study. A person was considered consented for participation in the study if they successfully completed these steps; that is, they contributed positively to the uptake rate.

Debrief In this final step we notified the participant that the study was complete and disclosed that they would not actually be participating in the study described to them; we explained that the true purpose of the study was to learn about their interest in participating, because this was central for understanding EMA studies. Participants were told that they would be compensated for their participation with a $\$ 20$ Amazon gift card and that they could exclude their data from the study if desired (an Institutional Review Board [IRB] requirement); no requests for data exclusion were received. There were checks within the script to ensure that participants understood the study was complete and that they were not negatively affected by the deception. They were also given the option to ask any questions they had and share any concerns. The entire study procedure was approved by the USC IRB (ID: UP-20-00970).

## Measures

## Participant information

The study obtained information about the age, gender, and ethnicity of all 3,000 invitees from the marketing firm. Additionally, more comprehensive measures of demographic and individual differences were collected in the demographic survey. The variables in the survey are described below. We thought that these variables might distinguish between those who fully participated in the study versus those who did not, and they were broadly based on prior literature.

The demographic survey was comprised of the following sections:

Demographics. Age was coded as a continuous variable, gender was coded as male [1] or female [0], and race as white [1] or non-white [0]. Annual income was coded as greater than or equal to $\$ 75,000$ [1] versus less than $\$ 75,000$ [0]. Education was coded as bachelor's degree or higher [1] versus less than bachelor's degree [0].
Subjective Well-Being. Subjective well-being was measured by Cantril's ladder (Cantril, 1965), where individuals were asked to rate where on an imaginary ladder with 11 rungs they would personally feel they stand at this time. The bottom represents the "worst possible life for you" (coded 0 ) and the top rung represents the "best possible life for you" (coded 10); rungs in-between 0 and 10 were coded as 1 (next to the bottom of the ladder) through 9 (next to the top of the ladder).
Memory Problems and Self-Reported Poor Health. Survey respondents were asked to indicate whether or not they had talked to a health care provider about memory problems in the past 12 months (No [0], Yes [1]) and to rate their overall health as Excellent (1), Very Good (2), Good (3), Fair (4), or Poor (5). The variable was coded such that higher numbers represent worse overall health.
Poor Current Mood. Poor current mood was assessed with a single item as Excellent (1), Very Good (2), Good (3), Fair (4), or Poor (5), coded such that higher numbers represent worse mood.
Electronic Device Ownership, Device Skill Levels, and Internet Access. Participants were presented with four categories of electronic devices, including (1) a desktop, laptop, or tablet computer that has an attached keyboard; (2) a tablet device that does not have an attached keyboard; (3) a smartphone; and (4) fitness tracking watch or ring. They were asked to select all the categories of devices they currently own or use. From this question we extracted a single variable pertaining to owning a smartphone given its relevance to EMA, which was dichotomously coded. Two questions asked participants to rate their "computer skill level" and their "smartphone skill level" with the following response options: Beginner (1), Moderate (2), Competent (3), and Expert (4). Two additional questions asked "how confident are you in using a computer for writing tasks that involve typing on the computer keyboard, such as answering an email" and "how confident are you in using your smartphone for writing tasks that involve typing, such as answering email" with the following response options: Not confident at all (1), Somewhat confident (2), Very confident (3), and Completely confident (4).
Prior Survey Participation. Participants were asked whether they take surveys for any companies or organizations (No or Yes response options) and how often (if any) they participated (Never or 0 surveys (1), 1 survey
per year (2), $2-4$ surveys per year (3), 5-7 surveys per year (4), and 8 or more surveys per year (5)).
Importance of Research Topic on Study Uptake. Participants were asked to rate "how important it is for you that you are interested in the topic of a study when you decide to participate in a study?" They were asked to choose from Not at all (1), A little bit (2), Somewhat (3), Quite a bit (4), or Very much (5).
Interest in Research Topic. Participants were asked to rate "how interested are you in research that tries to learn about people's experiences and feelings in daily life"? The same response options as for the previous question were provided.
Personality Assessment. The Big Five Personality Inventory (McCrae \& Costa Jr,, 1999) was used to assess the participants' personality traits. Participants were asked to rate whether they disagree strongly (1), disagree a little (2), neither agree nor disagree (3), agree a little (4), or agree strongly (5) to 44 statements. The responses for 16 statements were reverse-scored and all statements were summed according to the scoring instructions to create five scores representing the level of extroversion, agreeableness, conscientiousness, neuroticism, and openness to experience.

## Analysis plan

Question 1 To understand individuals' rates of uptake as they transitioned from the initial mailing to those who consented and participated in the randomized experiment, we present descriptive uptake rates at all stages of the recruitment process. Reasons for non-uptake at each stage are also presented in tabular form.

Question 2 This question was addressed by contrasting individuals who expressed interest in the study (by completing the demographic survey) versus those who did not complete the survey. Comparisons were based on the three variables from the marketing firm (percent male, percent white, and age), which were available for almost the entire sample. Although we did not advance any causal claims given the observational nature of the data, we designated the three demographic variables as predictors in logistic regression models with not participating versus participating as the dichotomous outcome. This is consistent with the idea that the demographics preceded in time any decisions about participating at various stages of the recruitment process. Thus, we present tables with uptake rates as the outcomes, for example, the proportion of uptake for men versus women. For the continuous predictor, age, the overall logistic regression result indicated whether or not there was a significant association between age and uptake. To report the magnitude of the effect, we generated least square estimates of the uptake rates for individuals 25,50 ,
and 75 years of age. However, because the response options available for the variable on the frequency of prior survey participation could be considered ordinal rather than linear, we treated it as a categorical variable and presented least square means for each of the five levels.

Questions 3a and 3b We next examined individuals who consented in the last stage of the recruitment process (that is, who were actually going to participate in the protocol offered to them) versus those who did not. Like the preceding analyses, logistic regressions used the demographic variables to predict the outcome representing those who consented and agreed to participate in the study (those who we fully expected to start the study they were assigned [1]) versus those who did not consent [0]). Both MSG and demographic survey variables served as predictors in separate analyses. For Question 3a, the three demographic variables from MSG were used to predict the uptake outcome. An advantage of this approach is that almost the entire sample had the predictor variables. Question 3b addressed a similar question, but it focused only the 202 individuals who completed the demographic survey. Again, logistic regressions were used to predict those who consented versus those who did not. These analyses have the advantage of being able to utilize all of the variables from the demographic survey. A disadvantage of this approach is that the sample size is limited. For the many continuous predictors in the demographic survey, we present least square means for the 25 th and for the 75 th percentiles of a predictor's distribution (the exception was for age, where we used 25,50 , and 75 years of age instead of the percentiles). Both questions 3 a and 3 b were, then, focused on comparing those people that ultimately consented to be in one of the three protocols with either most of the people sent invitation letters to or with people who completed the demographic survey.

Question 4 For the comparison of people's willingness to participate in low-burden EMA, high-burden EMA, and onetime survey protocols in the randomized experiment, we first examined whether the three randomized groups differed on any of the variables from the demographic survey.

The primary analysis, though, was to determine if there were group differences (one-time survey, low-burden EMA, highburden EMA) in uptake rates, and these were tested with Fisher Exact Tests. The first test included all three groups to determine if there were any differences; if so, tests among combinations of groups would be computed to determine the pattern of variation.

Statistical power For Questions 2 and 3a, the minimum effect size Cohen's w (the square root of the standardized chi-square statistic) that was detectable with $80 \%$ power $($ alpha $=0.05)$ given an anticipated sample size of 3,000
subjects was $w=0.05$. Values for $w$ of $0.10,0.30$, and 0.50 are considered small, medium, large effect sizes, respectively (Cohen, 1988). The sample size for the remaining research questions 3 b and 4 was determined by the number of individuals in each analysis step; for this reason, we report results from sensitivity power analyses for these questions throughout the "Results" section.

## Results

## Question 1. Overall response to initial mailing

Of the 3,000 invitations mailed, 62 responses were eliminated from consideration for one of three reasons: returned by the post office as undeliverable (52), sent to deceased individuals (9), and in one instance the addressee had moved out of the residence. This yielded a revised total invitation number of 2,938 (see Table 1 for the flowchart of the recruitment results). Of the revised total, 2,525 ( $85.9 \%$ ) did not respond to the invitation in any manner. Also, three people expressed interest about the study after the response deadline. A total of $6.9 \%$ of the sample indicated interest in learning more about the study by completing the demographic survey. Only $2.8 \%$ expressed interest in participating and, ultimately, $2.1 \%$ of the sample entered the randomized portion of the study.

## Question 2. Were those who expressed interest in the study different from those who did not?

Turning to the second question, we compared the demographic characteristics of the 202 individuals who completed the demographic survey with the rest of the sample that received the invitation, that is, excluding the 52 invitation packages that were undeliverable and the 10 invitation packages that were returned because the invitee was deceased or had moved away $(\mathrm{n}=2,736)$, see Table 2. Of the 202 who completed the demographic survey, 121 completed the questionnaire online, 65 returned a printed survey, and 16 were completed by telephone.

Regarding the validity of the MSG data, we compared the marketing firm's information with the responses on the same measures obtained in the demographic survey. One hundred and ninety-eight individuals provided gender information on the demographic survey; there were two disagreements between the sources of information, yielding an agreement rate of $99 \%$. There were more disagreements for race $(\mathrm{n}=196)$, where 5 individuals were designated as non-white by the marketing firm, yet said they were white on the survey and 6 people were classified as non-white by the marketing firm, yet said they were white on the survey. This is an overall agreement rate of

Table 1 Flow of participants in the study

| Action | N | Percent of initial mailing | Notes for this step |
| :---: | :---: | :---: | :---: |
| 1. Initial mailing | 3,000 | 100.0\% | 52 packages undeliverable ( $0.3 \%$ ) <br> 10 refused by recipient because addressee was deceased or had moved out of home |
| 2. Delivered invitations | 2,938 | 98.0\% | 2,525 did not respond in any way ( $85.9 \%$ ) <br> 204 refused by returning postcard indicating no interest in participating (6.9\%) <br> 7 other refusals or not able to contact ( $0.2 \%$ ) |
| 3. Completed demographic survey and screened for possible participation | 202 | 6.9\% | 64 had no interest in being screened and participating (31.7\%) <br> 38 were not contactable (18.8\%) <br> 6 provided only partial information or we could not contact (3.0\%) <br> 7 were no longer contactable (3.4\%) <br> 3 could not review the consent form (1.5\%) |
| 4. Contacted for treatment | 84 | 2.8\% | 10 did not meet EMA eligibility criteria (11.9\%) |
| 5. Experimental treatment | 74 | 2.5\% | Randomized into experimental arms: <br> Arm 1: one-time survey, $\mathrm{n}=26$ <br> Arm 2: low-burden EMA, $\mathrm{n}=23$ <br> Arm 3: high-burden EMA, $\mathrm{n}=25$ |
| 6. Final simulated uptake | 61 | 2.1\% | Uptake by experimental arm: <br> Arm 1: one-time survey, 26 participated <br> Arm 2: low-burden EMA, 18 participated <br> Arm 3: high-burden EMA, 17 participated |

Table 2 Differences on MSG demographic variables for those who completed the demographic survey ( $n=202$ ) versus those who did not ( $n=2,736$ )

| Demographic predic- <br> tor | $N$ | Percent participated | LR $\chi^{2}$ | $p$-value |
| :--- | :--- | :--- | :--- | :--- |
| White |  |  | 16.65 | $<0.001^{* * *}$ |
| No | 683 | $3.7 \%$ |  |  |
| Yes | 2,241 | $7.9 \%$ | 1.35 | 0.246 |
| Male | $7.8 \%$ |  |  |  |
| No | 611 | $6.5 \%$ | 0.24 | 0.624 |
| Yes | 2,125 | $7.4 \%$ |  |  |
| Age | 2,938 | $7.0 \%$ |  |  |
| 25 years |  | $6.6 \%$ |  |  |
| 50 years |  |  |  |  |
| 75 years |  |  |  |  |

Note. For age predictions, predicted means for ages 25,50 , and 75 are presented. $L R=$ likelihood ratio.
$94 \%$. Finally, the correlation coefficient for age ( $n=200$ ) between the two sources of data was 0.964 ( $\mathrm{p}<.001$ ). The mean age for the 200 individuals with the marketing data was 57.2 whereas it was 56.8 with the survey data ( $\mathrm{p}=.165$ for difference in means).

The only difference in the variables available to us at this stage of recruitment was a higher proportion of whites completed the demographic survey ( $7.9 \%$ ) than non-whites (3.7\%). Gender and age were not significant predictors of completion of the demographic survey.

## Question 3a. Were individuals who expressed interest in the study different from those who consented and participated (using the MSG variables)?

This question contrasted those who consented and participated in the study $(\mathrm{n}=61,2.1 \%$ of 2,938$)$ versus all other individuals ( $\mathrm{n}=2,877$; Table 3). Again, we look to the MSG demographic variables for these comparisons. Similar to the previously reported comparisons, those who participated were more likely to be white ( $2.45 \%$ versus

Table 3 Differences on MSG demographic variables for those who consented and participated versus those who did not

| Demographic <br> predictor | $N$ | Percent par- <br> ticipated | LR $\chi^{2}$ | $p$-value |
| :--- | :--- | :--- | :--- | :--- |
| White | 2,863 | $0.88 \%$ |  |  |
| No | 61 | $2.45 \%$ |  | $0.006^{* *}$ |
| Yes | 2,875 | $2.96 \%$ | 3.99 | $0.046^{*}$ |
| Male | 61 | $1.74 \%$ |  |  |
| No | 2,938 |  | 1.43 | 0.231 |
| Yes | $1.48 \%$ |  |  |  |
| Age | $1.90 \%$ |  |  |  |
| 25 years |  | $2.43 \%$ |  |  |
| 50 years |  |  |  |  |
| 75 years |  |  |  |  |

Note. For age predictions, predicted means for ages 25,50 , and 75 are presented. $\mathrm{LR}=$ likelihood ratio
$0.88 \%$ ). Males were less likely to participate compared to females ( $1.74 \%$ versus $2.96 \%$ ). There was no statistically significant difference in age by uptake status.

## Question 3b. Were those who expressed interest in the study (by completing the demographic survey) different from those who consented and participated in the study (using the demographic survey variables)?

The second way of addressing these differences was by limiting the analyses to the 202 individuals who completed the demographic survey and contrasting those who consented ( $n=61$ ) versus those who did not $(n=141)$. This strategy had the advantage of allowing us to examine the variables in the demographic survey that were specifically chosen because they might be associated with selection bias. The minimum detectable effect size given this sample size (power $=0.80$, alpha $=0.05$ ) was $w=0.20$, a small to medium effect. Uptake rates are higher in these analyses compared to the previous ones, because the sample is limited to those who expressed interest in the study.

Table 4 presents the prediction of uptake rates from the demographic survey variables. Individuals with incomes greater or equal to $\$ 75,000$ were just over $60 \%$ more likely to consent ( $39.6 \%$ versus $24.3 \%$ ) and those with better computer skills and smartphone typing skills were $40 \%$ ( $33.8 \%$ versus $24.2 \%$ ) and $46 \%$ ( $39.5 \%$ versus $27.0 \%$ ) more likely to consent, respectively. Individuals' views on the importance of the research were $47 \%$ more likely to consent ( $36.7 \%$ versus $25.1 \%$ ) and those who had an interest in learning about feelings were $53 \%$ more likely ( $38.4 \%$ versus $25.0 \%$ ). Prior survey participation also mattered: those reporting prior participation in surveys were over $50 \%$ more likely to consent ( $40.3 \%$ versus $26.3 \%$ ).

The association was curvilinear in that lower participation rates and higher participation rates in prior surveys were associated with relatively lower participation rates in the current study whereas having completed 1 or $2-4$ survey were associated with higher participation rates. Finally, high levels of openness to experience were associated with a $66 \%$ higher rate of consent ( $39.7 \%$ versus $23.9 \%$ )

## Question 4. Does the burden of an EMA protocol affect uptake and how does it compare to a one-time survey?

Once participants were randomized in the three study arms, they had to pass additional eligibility criteria for the conditions (for example, not being a shift worker for the EMA conditions). Ten individuals were eliminated following randomization based on eligibility requirements specific to the conditions: 4 were dropped in the one-time survey group, 4 in the low-burden EMA group, and 2 in the high-burden EMA group.

A total of 74 individuals were included in the three experimental study arms: 26 into the one-time survey group, 23 into the low-burden EMA group, and 25 into the high-burden EMA group. Prior to conducting analyses of uptake rates by group, we examined the demographic and individual differences (based on the demographic survey questions) among the groups; these comparisons are shown in Appendix Table 5. No significant differences were detected. However, we recognize that the minimum detectable effect given the modest sample size was relatively large at $\mathrm{w}=0.44$.

The rate of consent and uptake was computed for each of the three groups: for the one-time survey group, the rate was $100 \%$ (26/26); for the low-burden EMA group, the rate was 78.3\% (18/26); and, for the high-burden EMA group, the rate was $68.0 \%$ (17/25). A Fisher Exact test including all three groups indicated significant differences among the groups ( $\mathrm{p}=.003$ ). Subsequent post hoc tests combining groups showed that the combined EMA groups differed significantly from the one-time survey group ( $\mathrm{p}=.003$ ) and that there was no difference between the two EMA groups ( $p=.523$ ).

When interpreting the randomized group uptake rates, one should keep in mind that only $2.5 \%$ of those sent invitations qualified for the randomized trial. Uptake rates reported above for the randomized groups are based on the number of individuals who qualified for being randomized into the study (a total of 74 people; Table 1), but another perspective on the rates, which is addressed in the Discussion, takes into account the overall uptake rates. These rates are very low (under 1\% across groups) given the large number of individuals who did not reach the randomization stage of the study.

A final possibility that we wished to address was that, although person characteristics were not associated with

Table 4 Differences on the demographic survey variables for those who consented and participated versus those who did not

| Demographic variable | $N$ | Percent participated | LR $\chi^{2}$ | $p$-value |
| :---: | :---: | :---: | :---: | :---: |
| Age (years) | 200 |  | 2.16 | 0.141 |
| 25 years |  | 21.9\% |  |  |
| 50 years |  | 28.4\% |  |  |
| 75 years |  | 35.8\% |  |  |
| Male |  |  | 2.24 | 0.135 |
| No | 61 | 37.7\% |  |  |
| Yes | 137 | 27.0\% |  |  |
| White |  |  | 0.0 | 0.915 |
| No | 24 | 29.2 |  |  |
| Yes | 172 | 30.2 |  |  |
| With bachelor's degree or greater | 200 |  | 3.60 | 0.058 |
| No |  | 15.4\% |  |  |
| Yes |  | 32.8\% |  |  |
| Income greater than or equal to \$75,000 |  |  | 4.56 | 0.033* |
| No | 70 | 24.3\% |  |  |
| Yes | 106 | 39.6\% |  |  |
| Married |  |  | 2.73 | 0.099 |
| No | 119 | 37.2\% |  |  |
| Yes | 78 | 26.1\% |  |  |
| Subjective Well-being | 198 |  | 0.19 | 0.662 |
| 25th |  | 29.6\% |  |  |
| 75th |  | 31.5\% |  |  |
| Memory Prob |  |  | 2.08 | 0.149 |
| No | 187 | 29.4\% |  |  |
| Yes | 12 | 50.0\% |  |  |
| Poor health | 199 |  | 0.00 | 0.949 |
| 25th |  | 30.5\% |  |  |
| 75th |  | 30.8\% |  |  |
| Poor Current mood | 199 |  | 0.24 | 0.625 |
| 25th |  | 29.6\% |  |  |
| 75th |  | 31.3\% |  |  |
| Computer skill | 181 |  | 4.22 | 0.040* |
| 25th |  | 24.2\% |  |  |
| 75th |  | 33.8\% |  |  |
| Typing skill | 181 |  | 7.25 | 0.007** |
| 25th |  | 27.0\% |  |  |
| 75th |  | 39.5\% |  |  |
| Smartphone skill ${ }^{1}$ | 172 |  | 0.29 | 0.593 |
| Smartphone confidence | 171 |  | 2.61 | 0.106 |
| 25th |  | 32.5\% |  |  |
| 75th |  | 39.4\% |  |  |
| Own smartphone | 199 |  | 1.63 | 0.202 |
| No |  | 17.7\% |  |  |
| Yes |  | 30.7\% |  |  |
| Importance research topic | 197 |  | 13.26 | $<0.001^{* * *}$ |
| 25th |  | 25.1\% |  |  |
| 75th |  | 36.7\% |  |  |
| Interest in feelings | 196 |  | 15.70 | $<0.001^{* * *}$ |
| 25th |  | 25.0\% |  |  |
| 75th |  | 38.4\% |  |  |
| Prior survey participation | 199 |  | 3.87 | 0.049* |
| 25th |  | 26.3\% |  |  |
| 75th |  | 40.3\% |  |  |

Springer

Table 4 (continued)

| Demographic variable | $N$ | Percent participated | LR $\chi^{2}$ | $p$-value |
| :---: | :---: | :---: | :---: | :---: |
| Frequency of Prior surveys | 198 |  | 17.7 | 0.001*** |
| 0 surveys |  | 18.1\% |  |  |
| 1 survey |  | 39.5\% |  |  |
| 2-4 surveys |  | 51.1\% |  |  |
| 5-7 surveys |  | 27.3\% |  |  |
| 8 or more surveys |  | 20.0\% |  |  |
| Personality: Extraversion | 193 |  | 1.19 | 0.275 |
| 25th |  | 29.3\% |  |  |
| 75th |  | 34.4\% |  |  |
| Personality: Agreeable | 193 |  | 1.47 | 0.226 |
| 25th |  | 29.1\% |  |  |
| 75th |  | 34.7\% |  |  |
| Personality: Conscientious | 193 |  | 0.13 | 0.717 |
| 25th |  | 32.5\% |  |  |
| 75th |  | 30.5\% |  |  |
| Personality: Neuroticism | 190 |  | 0.66 | 0.415 |
| 25th |  | 34.1\% |  |  |
| 75th |  | 30.2\% |  |  |
| Personality: Openness | 195 |  | 9.55 | 0.002** |
| 25th |  | 23.9\% |  |  |
| 75th |  | 39.7\% |  |  |

Notes.
${ }^{1}$ Over half of the responses in Smartphone Confidence were 3s, so the 25 th and 75 th percentiles were equivalent. Therefore, these statistics are not presented, but overall test did not approach significance.
Memory Prob: In the past 12 months, have you talked to a health care provider about memory problems?
Poor Health: In general, would you say your health is:
Poor Current Mood: How is your mood right now?
Computer skill: If you own or use a computer, how would you rate your computer skill level?
Typing skill: In general, how confident are you in using a computer for writing tasks that involve typing on the computer keyboard, such as answering an e-mail?
Smartphone skill: If you own or use a smartphone, how would you rate your smartphone skill level?
Own smartphone: Do you have a smartphone?
Importance research topic: How important is it for you that you are interested in the topic of the survey when you decide to participate in a study?
Prior surveys: Do you take surveys for any other companies or organizations?
Freq Prior Surveys: How often do you participate in marketing or other research surveys (paid or non-paid)?
Interest in project: How much are you interested in research that tries to learn more about people's experiences and feelings in daily life?
uptake for the entire group of 74 who were randomized, it could be that those characteristics were differentially associated with uptake by group. A problem arises for such analyses, because everyone in the one-time survey group agreed to participate, so there is no variation in uptake for that cell of the design. Logistic regression cannot estimate a model evaluating interactions (here, group by a survey variable) in cases when there is no variation in a cell (only main effects are possible). Thus, we were not able to evaluate this question.

## Discussion

The broad goals of this study were to increase knowledge about uptake rates in population-based research employing momentary data capture and to explore the potential for self-selection bias. The study incorporated several noteworthy methodological features including: the use of a national sample for recruitment where selected demographic information was available for the entire
sample; the use of a recruitment protocol that simulated actual recruitment into a study; and a randomized experiment to determine uptake rates for a one-time survey, a low-burden EMA study, and a high-burden EMA study. These design features yielded estimates of uptake rates to the three protocols and allowed us to examine demographic and individual difference variables at different stages of recruitment, ones that are likely to be pertinent to the evaluation of selection bias in survey and momentary studies. As mentioned earlier, confirming that self-selection translates into biased study results depends on the extent to which factors underlying the nonresponse relate to specific associations being investigated and, therefore, could not directly be addressed here. We could, though, estimate how the recruitment methods altered the composition of the final, randomized sample compared to the population from which it was drawn and draw inferences from those rates.

We first consider the response rate to the mailed recruitment letter. Of the 3,000 mailed, only about $14 \%$ responded in any manner. There are many plausible reasons for these nonresponses including the obvious explanation that the targeted individuals simply discarded the invitation letter or read the invitation and decided not to respond. Another plausible explanation is that individuals no longer lived at the mailing address, yet we did not receive notification of this from the postal service. In any case, this rate should be viewed in the context of what we believe to be the good recruitment practices employed in this study (Dillman et al., 2014), consisting of individually addressed envelopes and letters, an immediate monetary incentive, a follow-up reminder, and the availability of multiple modes for responding to the solicitation. This response rate seems particularly low considering that those who responded saying they had no interest in the study were counted as positive responses. Perhaps a more relevant indicator of responsiveness to the solicitation is the proportion of the sample that completed the demographic survey, keeping in mind that doing so did not yet commit individuals to any additional participation, but did indicate some level of willingness and interest; this rate was $6.9 \%$ of those included in the original sample. Thus, only about 7 of 100 mailed invitations yielded a response indicative of interest in learning more about the study, albeit with the requirement of the completion of a brief demographic survey.

These rates need to be considered in light of previous survey research employing similar methods. Prior work has shown uptake rates comparable to those observed here. The American Family Health Study used addressed-based sampling for completion of a screening questionnaire and had a $5.3 \%$ uptake rate with a $\$ 2$ incentive (https:// afhs.isr.umich.edu/about-the-study/afhs-methodology/). Using similar methods, the AmeriSpeak panel had a response rate of $5.8 \%$ (Bilgen et al., 2020). A slightly
lower rate was achieved in a credit bureau sample, $3.9 \%$ (Bucks et al., 2020), 3.7-5.2\% in a sample from taxpayer records (Koenig et al., 2021) (there were variations in the procedures), and yet another study using address-based sampling found a rate of $7.0 \%$ (Winneg et al., 2021). On the other hand, some research groups have reported higher uptake rates. The Health Information National Trends study (Westat, 2021) conducted an addressedbased survey in 2019 and reported uptake rates as high as $30 \%$, whereas a 2020 survey in Nebraska observed a $15.8 \%$ rate. Clearly there is considerable variation in addressbased recruitment rates, and the rate observed in this study falls within the range of previous findings, in line with the many studies at the lower end of the spectrum.

The next uptake rate we consider required that prospective participants progressed to the stage of recruitment where they were randomized in the study groups. Of those who completed the demographic survey (202), 84 agreed to be randomized into an arm of the study ( $2.8 \%$ of total sample; $41.6 \%$ of those who completed the demographic survey). Notably, at this point in the recruitment process the specifics of the research design (i.e., the protocols of the three study arms) were not known by prospective participants. Thus, the decision to participate or not could not have been based on the specifics of the study protocols. A few additional respondents were deemed not eligible at this point, dropping the uptake rate for the experiment to $2.1 \%$ of the total sample ( $\mathrm{n}=74$ ). That about 2 of every 100 individuals to whom recruitment letters were mailed agreed to be randomized in the study appears very low. Again, we wondered if there was a shortcoming in the recruitment protocol that reduced interest in the study. We reviewed the protocol yet could not identify any shortcomings in the materials or procedures that deviate from accepted survey recruitment practice.

The observation that only $2 \%$ entered randomization does, we believe, increase the likelihood of self-selection bias given the high probability that there are at least some characteristics of the final sample that differ from the population. As mentioned earlier, the final determination of whether these differences result in selection bias is dependent upon the associations studied. In any case, the results of this study support the contention of many researchers that uptake rates are low when drawn from the general population.

Furthermore, the phenomenon of low uptake was not unique to momentary studies, because the exact nature of the research protocol had not yet been disclosed to those who opted out prior to randomization. Potential participants could have imagined that data would be collected with any kind of procedure; in fact, it seems likely that they would have imagined a conventional questionnaire assessment considering that momentary methods are not well publicized to the general population.

Our next major objective was to examine demographic and individual differences variables contrasting those who opted out at various stages in the recruitment process with those who did not. Observed differences could be indicative of selection bias. We first consider comparisons between those who completed the demographic survey (less than $7 \%$ of the sample) with those who did not (Question 2). When designing the study, we hoped that the uptake rate in the screening would have been higher, which would have made the group comparisons more balanced. The only demographic difference we found based on the (limited) data from MSG was that whites were more than twice as likely to complete the demographic survey compared to non-whites, which was a prerequisite for subsequent participation. Age and gender did not distinguish the participants in completion of the demographic survey. Thus, even at this stage of the process, sample differences emerged and these could be signs that self-selection bias is plausible.

We now turn to an important set of comparisons: the ones between those who expressed interest in the study versus those who consented and participated in the study (Questions 3 a and 3 b ). This goes to the core theme of self-selection: are there differences in those who ultimately participate in studies versus those who do not. One strong difference observed with the MSG data was that whites were about two and a half times more likely to have consented and participated than nonwhites. A second difference was that females were almost twice as likely to participate than were males, although this finding barely reached statistical significance. Considering that these results are based on only three variables available from the marketing company, we suspect that there are many other differences that would have been detected if we had access to more comprehensive information about the entire sample. As previously discussed, the observed race and gender differences are consistent with prior work on self-selection into survey studies. Those studies have shown that race can be linked to uptake, where whites were more likely to do so (Couper et al., 2007; Kim et al., 2008). Regarding gender, several studies have found that women were more likely to participate in studies than men (Abraham et al., 2006; Andreeva et al., 2015; Burg et al., 1997; Galea \& Tracy, 2007; Keeble et al., 2016), consistent with the results reported here.

Prior to discussing the screening survey results (Question $3 b$ ), we remind readers that these 202 individuals were themselves different from the overall sample: as just shown, they were more likely to be white and female. That is, interpretations of comparisons using this sample should take into account that this is already a self-selected sample. Many sample characteristics were associated with consent and uptake. Those with higher income were about $60 \%$ more likely to consent/participate, those with better computer skills (comparing the 75th and 25th percentile of participants) were $40 \%$ more likely, those more experienced using smartphones were $45 \%$ more likely, those who viewed the research topic
important were $46 \%$ more likely, those reporting an interest in peoples' feelings were $53 \%$ more likely, those who participated in prior surveys were $53 \%$ more likely, and, finally, those reporting higher levels of openness to experience were $66 \%$ more likely to consent/participate. Regarding the number of prior surveys taken, we found a curvilinear association such that low uptake into the current study was associated with having taken no prior surveys and with taking 8 or more surveys (18-20\%), whereas those who took between 1 and 7 prior surveys had higher response rates (27-51\%).

These results are generally consistent with prior work on factors associated with uptake, though some previous results have been mixed regarding demographic correlates. Higher socioeconomic status, being employed, being married, and having higher education have also been shown to be positively associated with uptake rates (Abraham et al., 2006; Andreeva et al., 2015; Galea \& Tracy, 2007; Keeble et al., 2016; Partin et al., 2003). However, we only observed differences on income and not on education. Consistent with some prior work (Abraham et al., 2006; Andreeva et al., 2015; Galea \& Tracy, 2007; Keeble et al., 2016; Partin et al., 2003), we observed that those who participated were older than those who did not; however, other research has not observed this effect (Couper et al., 2007; Matías-Guiu et al., 2014; O’Neil, 1979). We can only speculate about the curvilinear association with uptake and number of prior surveys taken. Perhaps those who did not take prior surveys were generally inclined not to participate, but nevertheless had an interest in hearing what the study entailed. And possibly those who completed many prior surveys were simply disinclined (tired) to do more. However, individuals in these groups did complete the demographic survey, which undermines these speculations.

An important observation is that those who consented and participated were more interested in the research topic and, relatedly, had an interest in studies trying to understand more about people's feelings. Although the topic of this study, as introduced in the introductory letter, was certainly broad and seemingly noncontroversial, we speculate that different uptake rates could be observed in studies stating other objectives. For instance, surveys on political topics might engage (or dissuade) segments of the population, resulting in either lower or higher uptake rates and impacting the chance of self-selection bias. The point is that our findings are linked to the various characteristics of the study design, which must be viewed as limiting generalizability of these findings. Uncovering person characteristics that are most strongly associated with self-selection, both broadly across different study designs and specific to EMA studies, is an important agenda for future research. The identification of such characteristics would inform improved strategies to compensate for self-selection, such as targeted oversampling of participant subgroups and the identification of variables that need to be included in inverse probability weights.

We now turn to the results of the randomized experiment (Question 4). Seventy-four individuals qualified for the final protocol to test how data collection modality (one-time survey, EMA) and burden (low- versus high-burden EMA) affected uptake. One way to interpret these results is to view this sample as analogous to those that express interest in participating in studies using advertisements (newspapers, radio, social media, posters, and flyers, for example). In this case a researcher has no knowledge of the number exposed or the characteristics of those exposed, because people who were not interested have already self-selected out. Thus, the uptake rates we report can be viewed as representative of those offered participation subsequent to aforementioned self-selection processes.

In any case, the results were that all respondents ( $100 \%$ ) in the one-time survey condition agreed to do the survey whereas $73 \%$ of the EMA conditions agreed to enter the study (both EMA groups combined), a significant difference despite the relatively small number of participants. No significant difference in uptake rates was detected between the two momentary groups. A complementary way of viewing the results is compute the uptake rates with on the original sample of 2,938 as the denominator. These uptake rates are now all under $1 \%$ : $0.88 \%$ for the one-time survey group, $0.61 \%$ for the low-burden EMA group, and $0.58 \%$ for the highburden EMA group, a perspective that highlights that group differences in uptake are quite low in an absolute sense. We advise caution for interpreting the specific magnitude of the group differences given the relatively small sample used for the estimates, and replication would certainly be desirable. We also note a limitation for the interpretation of these findings in that there was an additional layer of eligibility screening for those assigned to the EMA groups. Some respondents were eliminated from the EMA groups by this process, which may be interpreted as undermining the strict randomization.

For momentary researchers an important question concerns the interpretation of the difference in uptake between the survey and momentary methods. The one-time survey uptake showed a relative $27 \%$ advantage ( $100 \%$ agreement for the one-time survey compared to $73 \%$ for EMA), but the absolute rates were low in both groups overall (i.e., $0.88 \%$ for one-time survey participants versus about $0.75 \%$ for EMA participants based on the full sample). One plausible takeaway is that momentary researchers can take comfort in the fact that a large majority of those who would agree to complete the one-time survey would also be likely to agree to enter the momentary data collection protocols. To our knowledge, this is the first study to compare uptake rates across survey and momentary studies. Furthermore, although the low-burden EMA group was matched on time commitment and monetary incentive to the one-time survey group (whereas the high-burden EMA group faced a much greater time commitment), we observed only a small difference between the uptake rates for the two EMA groups. Thus, an even more burdensome momentary protocol fared reasonably
well in terms of uptake in comparison to the traditional one-time survey group.

Notably, prior work has employed other methods for assessing uptake differences among EMA protocols varying in the number of daily prompts, length of prompts, number of days in the study, and other design features (Eisele et al., 2022; Hasselhorn et al., 2022; Smyth et al., 2021). The method used in one of our prior studies was to simply ask potential participants if they would consent to enroll in various hypothetical EMA protocols. Given the greater verisimilitude of the simulated procedure employed here, we recommend that prior results on uptake rates for EMA design factors be replicated with the simulation procedures or in studies that vary design factors and run subjects through the full EMA protocol. Though costly, the latter design also has the advantage of yielding additional data about compliance rates and how they may vary by design features.

There are general limitations to results presented here. First, it is possible to challenge the veracity of the simulation, although we believe that the methods closely emulated standard practice for recruiting survey participants. Second, as mentioned earlier, the generalizability of the results may be limited in some respects, including the focus on the topic of everyday health and mood, the use of a marketing firm's sample, and the particulars of the recruitment methods. Third, the protocol involved deception and required thorough review by the Institutional Review Board. We only encountered slight disappointment in a few individuals who had consented and believed they would be starting their assigned study. Nevertheless, this could be an impediment to future research employing these methods.

In summary, this study compared selected demographic characteristics between those who responded to letters of invitation to participate in a study of everyday health and mood versus those who declined at various stages of the recruitment process. Only a small proportion of the sample responded to the invitation and smaller proportion decided to participate in the study (all of which occurred invitees were informed of the data collection method). The differences in those who responded versus those who did not were generally consistent with prior work and, in our opinion, the uptake rates suggest that selection bias is a plausible possibility. The embedded experiment with those respondents who expressed interest showed that uptake to a one-time survey was very high amongst those who were randomized and uptake to the more complex momentary protocols was lower, but was still moderate to high. However, these uptake rates were based on only a very small part of the original sample. These findings support the view that participant self-selection bias is plausible, if not likely, in the momentary and one-time survey designs we investigated, understanding that the potential for bias will be related to a particular study's goals.

## Appendix 1

Table 5 Sample characteristics of the three randomization groups

| Variable | Of those randomized, after eligibility screening ( $n=74$ ) |  |  |
| :---: | :---: | :---: | :---: |
|  | One-time survey ( $n=26$ ) | Low-burden EMA ( $n=25$ ) | High-burden EMA ( $n=23$ ) |
|  | Average or Percent | Average or Percent | Average or Percent |
| Age (years) | 57.0 | 60.0 | 63.1 |
| Male | 64.0\% | 70.8\% | 56.5\% |
| White | 80.0\% | 92.0\% | 95.5\% |
| With bachelor's degree or greater | 92.3\% | 88.0\% | 100.0\% |
| Income greater than or equal to \$75,000 | 64.0\% | 59.1\% | 81.8\% |
| Married |  |  |  |
| No |  |  |  |
| Yes |  |  |  |
| Subjective Well-being | 7.46 | 7.56 | 7.65 |
| Memory Prob | 11.5\% | 4.0\% | 13.0\% |
| No |  |  |  |
| Yes |  |  |  |
| General health | 3.46 | 3.64 | 3.56 |
| Current mood | 3.62 | 3.80 | 3.61 |
| Computer skill | 3.08 | 2.88 | 2.91 |
| Typing skill | 3.69 | 3.42 | 3.68 |
| Smartphone skill | 2.88 | 2.96 | 2.90 |
| Smartphone confidence | 3.32 | 3.13 | 3.38 |
| Own smartphone | 96.2\% | 92.0\% | 95.7\% |
| Importance research topic | 2.77 | 2.64 | 2.78 |
| Interest in feelings | 2.46 | 2.76 | 3.09 |
| Prior survey participation | 0.27 | 0.44 | 0.49 |
| Frequency of Prior surveys | 1.23 | 1.16 | 1.17 |
| $25^{\text {th }}$ |  |  |  |
| $75^{\text {th }}$ |  |  |  |
| Personality: Extraversion | 25.5 | 26.7 | 26.0 |
| $25^{\text {th }}$ |  |  |  |
| $75^{\text {th }}$ |  |  |  |
| Personality: Agreeable | 33.9 | 36.4 | 37.1 |
| Personality: Conscientious | 34.7 | 37.2 | 37.4 |
| Personality: Neuroticism | 21.3 | 18.6 | 19.8 |
| Personality: Openness | 39.0 | 38.6 | 38.6 |

Notes.
Memory Prob: In the past 12 months, have you talked to a health care provider about memory problems?
Health: In general, would you say your health is:
Current Mood: How is your mood right now?
Computer skill: If you own or use a computer, how would you rate your computer skill level?
Typing skill: In general, how confident are you in using a computer for writing tasks that involve typing on the computer keyboard, such as answering an e-mail?
Smartphone skill: If you own or use a smartphone, how would you rate your smartphone skill level?
Own smartphone: Do you have a smartphone?
Importance research topic: How important is it for you that you are interested in the topic of the survey when you decide to participate in a study?

Prior surveys: Do you take surveys for any other companies or organizations?
Freq Prior Surveys: How often do you participate in marketing or other research surveys (paid or non-paid)?
Interest in project: How much are you interested in research that tries to learn more about people's experiences and feelings in daily life?
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